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Simson L. Gar!nkel is the senior computer scientist for 
Con!dentiality and Disclosure Avoidance at the US Census 
Bureau. He holds seven patents and has published dozens of 
articles on computer security and digital forensics. He is an ACM 
Fellow, award-winning journalist, and author or coauthor of 
!fteen other books, mostly on computing. Gar!nkel received a 
PhD in Computer Science from MIT, and a Master of Science in 
Journalism from Columbia University.

Rachel H. Grunspan has worn many hats in her almost 20 
years at the CIA including cyber-threat analyst, game and 
simulation designer, and a leader in the world of digital 
innovation. She is a member of the Senior Intelligence Service 
and a winner of the 2007 Director of National Intelligence 
Galileo Award. Rachel received a BA in Politics from Brandeis 
University and a Master of Science in Information Systems from 
the London School of Economics and Political Science.    

Also available in the Sterling Milestones series:

250 of the most intriguing
computer milestones, including: 

Sumerian Abacus (c. 2500 BCE) • Cipher Disk (c. 1470) • First Electromagnetic Spam 

Message (1864) • Isaac Asimov’s Three Laws of Robotics (1942) • Core Memory (1951) 

• First Disk Storage Unit (1956) • First Digital Image (1957) • The Bell 101 Modem (1958) 

• Digital Long Distance (1962) •  Spacewar! (1962) • ASCII (1963) • Touch Screen (1965) 

• Star Trek (1966) •First Cash Machine (1967) • The Mouse (1967) • HAL 9000 Computer 

(1968) • UNIX (1969) • Floppy Disk (1970) • @Mail (1971) • First Microprocessor (1971) 

• First Wireless Network (1971) • Pong® (1972) • First Personal Computer (1974) • 

Apple® II (1977) • Flash Memory (1980) •  TRON (1982) • Microsoft Word® (1983) • 

Nintendo® Entertainment System (1983) • Wargames (1983) • Macintosh® (1984) • 

Digital Video Editing (1987) • CD-ROM (1988) • Morris Worm (1988) • World Wide Web 

(1989) •JPEG (1992) • DVD (1995) • Google® (1998) • Wikipedia® (2001) • iPhone® 

(2007) • Watson wins Jeopardy! (2011) • Subscription Software (2013) • Data Breaches 

(2014) • The Limits of Computation (~9999)

Gar!nkel/
Grunspan   

What is sometimes referred to as  
the world’s “first computer” 

How do you prove that you know a 
secret without revealing the secret?

What seminal events truly launched 
the era of online commerce?

These are just a few of the thought-provoking questions 
addressed in this beautifully illustrated book. Join authors 
Simson L. Garfinkel and Rachel H. Grunspan as they 
explore 250 of the most intriguing computer milestones, 
from ancient record-keeping devices to modern-day 
computing technologies. 

Along with odd and amusing incidents like the first 
actual bug found in a computer (it was a moth), this 
timeline covers such diverse topics as the electrical 
telegraph, fiber optics, software engineering, encryption, 
hacking, desktop publishing, Facebook®, smart homes, 
Bitcoin, and more. Key individuals behind the milestones 
are also featured, including Ada Lovelace, Seymour Cray, 
Grace Hopper, the Homebrew Computer Club, Alan 
Turing, and Bill Gates, as well as riveting pop culture 
moments from Star Trek to War Games to IBM’s Watson® 
winning Jeopardy®!

Chronologically organized, each entry consists of a short 
summary and one or more stunning images, while the 
“Notes and Further Reading” section provides resources 
for more in-depth study. In large part the story of 
technology, this book is a compelling journey through the 
history of computer science.
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Author Background
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Instrumentation Research 
Weizmann Institute of Science 
Summer 1986



Science writer, entrepreneur & academic

-1987 — SB, Massachusetts Institute of Technology

-1988 — MS, Columbia University School of Journalism

-1988–2002 — Freelance writer, computer consultant, entrepreneur

-2005 — PhD Massachusetts Institute of Technology


-2007–2014 — Naval Postgraduate School 


-2015–2016 — NIST


-2017–         — US Census Bureau
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Project Genesis
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June 2, 2016 — Email from Matt Wagner, Fresh Books 
       Want to write a book?

8

From: Matt Wagner matt@fresh-books.com
Subject: Book for Sterling

Date: June 2, 2016 at 3:54 PM
To: simsong@acm.org

Hi Simson, 

I hope you’re well. I thought of you when I received this query from Sterling, an imprint owned by B&N. I’ve been doing a few 
reference and education titles with this editor and it looks like she wants to do something about milestones in computer science. Now, 
I can get more info if this sounds of interest but in the past she has seemed to be pretty open to what someone might bring to the 
table.

The likely advance for this is $15,000 tops, but since it would be with Sterling you’re pretty much guaranteed to be stocked at B&N, 
which is no sure thing these days. Let me know if you feel like doing a book :-) They have generally more trade-like (longer) 
schedules, so I’d guess it’s a project that could be done over 9-12 months -

Begin forwarded message:

By the way, do any of the authors you work with have experience or interest in a book the recounts milestones in the history of 
computer science? Preferably someone with a pretty good platform or standing in the computer science community? (I'm open to 
the author-coauthor arrangement as well.)

best,

Matt

Matt Wagner
Fresh Books, Inc.
231 Diana Street
Placerville, CA 95667
http://www.fresh-books.com
http://twitter.com/mattwagner
(530) 344-9202



The Sterling “Milestones” Series 
The Physics Book, Clifford Pickover, 2011
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So we order The Physics Book and check it out
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Timeline

-2016 
June 2 	 — Initial email

June - Aug	 — Publisher wants proposal with 50 milestones, 5 fully written, and co-author

Aug	 	 — term-sheet and contract. Delivery date: November 2017 
Aug—March	 — Contract negotiations 

-2017 
March	 — New co-author

April 12	 — New contract, same delivery dates (November 2017) 

14



Co-author Rachel Grunspan 
(Approved Bio)

-Rachel H. Grunspan has worn many hats 
in her almost 20 years at the CIA including 
cyber-threat analyst, game and simulation 
designer, and a leader in the world of 
digital innovation. She is a member of the 
Senior Intelligence Service and a winner of 
the 2007 Director of National Intelligence 
Galileo Award. Rachel received a BA in 
Politics from Brandeis University and a 
Master of Science in Information Systems 
from the London School of Economics and 
Political Science.

15



Delivery Dates as of April 12, 2017

16

Complete table of Contents May 30, 2017

20% of Manuscript July 15, 2017

60% of the manuscript September 14, 2017

Complete work November 13, 2017



Researching the Milestones
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Where does one start? 
How do you seperate a personal history from the history of a dicpline? 

18



Step 1: Build an initial list of milestones

-Step 1 — Brian storming

-Step 2 — Other lists


ACM Turing Award Winners (50th celebration was 2016)

Wizards and their Wonders: Portraits in Computing 
Christopher Morgan & Louis Fabian Bachrach

https://en.wikipedia.org/wiki/List_of_pioneers_in_computer_science

IEEE Computing History timeline 
https://ieeecs-media.computer.org/assets/pdf/timeline.pdf 
https://history.computer.org/pubs/timeline.pdf 

Computer History Museum timeline 
https://www.computerhistory.org/timeline/

Centre for Computing History timeline 
http://www.computinghistory.org.uk/cgi/computing-timeline.pl

MIT Laboratory for Computing Science Timeline (LCS 35 book)

19
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250 Milestones by November 15

20

Milestones on contract signing: 350

Milestones added during 
research: ≈50

Milestones removed ≈150



Diversity Goals and Regrets

-We tried to balance:

Women

Continents

Countries

Fields

Cultural


-Original inclusion metric 

stuff that I knew about.

This didn’t work out so well.


-Revised: Notability

“Firsts.”

Cultural significance beyond computing.


-Regrets:

Africa, South America, China

21
Critical question: balancing diversity and historical authenticity



Expanded Inclusion Criteria:  
We wanted milestones that told a story
-Led to the creating of thinking machines

-Show the step-by-step progression from early devices for manipulating information 
to the pervasive society of machines and people that surrounds us today.


-Document the results of the integration of computers into societys.

-Important “firsts,” from which other milestones cascaded or from which important 
developments derive.


-Resonate with the general public so strongly that they influenced behavior or 
thinking. (e.g. HAL 9000)


-On the critical path of current capabilities, belifs, or application of computers and 
associated technologies (e.g. invention of the integrated circuit)


-Likely to be building block for future milestones (e.g. DNA for strage)

-Milestones yet to occur

22



How does one characterize the range of computer science? 
The traditional approach is by discpline
-Architecture

-Artificial Intelligence

-Business and Industry

-Cryptography

-Culture, Entertainment and Games

-Hardware

-Information

-Microcomputers

-Physics

-Quantum Computing


-Robotics

-Semiconductors

-Software

-Storage

-Theory

23

We used these 
categories for assuring 
coverage and diversity, 
but we did not reveal 

them to the reader



Instead, we used the history of computing to tell the history technology.

-Computing has been with us since the dawn of civilization

(Yuval Noah Harari makes this same point in Sapiens.)


-Developments in computing are intimately connected to developments in 
science and technology


-Each development in computing sets the stage for the next development

24



We see computing developments as fitting into six specific eras.

-Human Computation 

25



We see computing developments as fitting into six specific eras.

-Human Computation 

-Mechanical Calculations
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We see computing developments as fitting into six specific eras.

-Human Computation 

-Mechanical Calculations

-Electric Communication 
and Computation 

Relays, Telegraph, Teletype
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We see computing developments as fitting into six specific eras.

-Human Computation 

-Mechanical Calculations

-Electric Communication 
and Computation


-Electronic Computation
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We see computing developments as fitting into six specific eras.

-Human Computation 

-Mechanical Calculations

-Electric Communication 
and Computation


-Electronic Computation

-Solid State Computing
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We see computing developments as fitting into six specific eras.

-Human Computation 

-Mechanical Calculations

-Electric Communication 
and Computation


-Electronic Computation

-Solid State Computing

-Parallel Computing
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We see computing developments as fitting into six specific eras.

-Human Computation 

-Mechanical Calculations

-Electric Communication 
and Computation


-Electronic Computation

-Solid State Computing

-Parallel Computing 

-Artificial Intelligence

31



Each of these areas covers different milestones

-Artificial Intelligence dominates the dream of computing for centuries.

32



Even “modern” inventions have deep roots

33



Organized funding by governments launched the information revolution.
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Modern computing was created by World War II and its aftermath

-1941 — Z3 Computer

-1943 — ENIAC

-1943 — Colossus

-1944 — Delay Line Memory

-1944 — Binary-Coded Decimal

-1945 — EDVAC First Draft Report

-1946 — Trackball

-1946 — Williams Tube

-1949 — Whirlwind

-1950 — Error-Correcting Codes

35



Research results are unpredictable

-Whirlwind:

Created to be a flight simulator


-Innovations:

First interactive personal computer.

First video game

Light pen

Long-life tubes

Core memory


-Never produced a flight simulator 

36



Research results are really unpredictable

-1927 First LED

Perfected by Vladimirovich Losev to use 
photoelectric effect for practical applications.

Losev invented radio receiver, solid state 
amplifier, and other devices. Died of starvation 
during the Siege of Leningrad in 1942.

Rediscovered in 1962 by four different groups of 
Americans


-1965 First Liquid Crystal

Developed by RCA to replace tubes in color TV

Sold in 1976 to Timex for digital watches

Inventor George Heilmeier left RCA for White 
House, then DARPA
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ALOHANET got on the Internet because of a chance visit to DARPA.
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Key lessons

-The computer is devouring the world.

-The industry relies on openness and standardization.

-There is a heavy economic and innovation penalty for secrecy. 

-Invention and innovation are incredibly different. 

-Patents block innovation.

39



We had much fun researching for 350-word articles!
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BY THE COMPTROLLER GENERAL 
Report To The Chairman RELEASED 

Committee On Government Operations 
House Of Representatives 
OF THE UNITED STATES 

NORAD’s Missile Warning System: 
What Went Wrong? 

The importance and criticality of the North 
American Air Defense Command’s (NORAD’s) 
computer system have recently been empha- 
sized when false missile warning messages 
were generated and the Nation’s nuclear retal- 
iatory forces alerted. 

The Air Force began a computer upgrade pro- 
gram for NORAD computers in 1968 which 
is expected to reach initial operational capa- 
bility in November 1981. Due to poor manage- 
ment causing program delays and the attempt 
to adapt inadequate computers to the NORAD 
mission, the system falls short of meeting the 
requirements of the growing missile warning 
mission. 

NORAD will replace these computers by the 
late 198Os, but it needs to do more to improve 
management and warning capability. 

III 
115265 

MASAD- -30 
MAY 15.1981 

336 

Poster from the movie WarGames, written by Lawrence Lasker and Walter Parkes, and directed by John Badham.

1983

WarGames
Lawrence Lasker (b. 1949), Walter F. Parkes (b. 1951),  
John Badham (b. 1939)

WarGames was the movie that transformed the computer nerd into a hero. A blockbuster 
starring Matthew Broderick and Ally Sheedy, the movie follows high school hacking 
whiz David Lightman, who almost starts World War III between the United States and 
the Soviet Union when he breaks into a military supercomputer and challenges it to a 
game of Global Thermonuclear War. 

During an online troll for free video games, David unwittingly breaks into a North 
American Air Defense (NORAD) system that controls the entire US nuclear arsenal 
(using a back door left by the original programmer, of course). Believing he has found 
a way to sneak through the back door of a toy company’s network, he challenges the 
computer to play a game that can be “won” only by not playing at all. Only after 
targeting Las Vegas and Seattle with Soviet missiles does David realize the game is 
real and the computer he is playing against has taken matters into its own hands as it 
escalates the crisis in an attempt to “win” the game. 

The movie left such an impression on President Ronald Reagan that he asked the 
chairman of the Joint Chiefs of Staff, General John W. Vessey Jr., if it really was possible 
to break into sensitive US government computers. After investigating the plausibility 
of such a scenario, the general came back with his answer: “Mr. President, the 
problem is much worse than you think.” Not long after that, US lawmakers published 
the Computers at Risk report, which established the beginning of the US defensive 
computer security program. 

Written by Lawrence Lasker and Walter Parkes, and directed by John Badham, 
WarGames left an impact on generations of future coders, many of whom went on to 
work in Silicon Valley—where, in 2008, Google held a 25th-anniversary screening. The 
movie’s legacy has lived on with computer hackers as well—for example, the name of 
the famous Las Vegas hackers’ convention DEFCON is an homage to the film. 

SEE ALSO SAGE Computer Operational (1958)

9781454926214_int_306-515.indd   336 7/10/18   12:34 PM 9781454926214_int_306-515.indd   337 7/10/18   12:34 PM



Writing Tech and Production
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Tech

-First approach: custom application written in Drupal


-Second approach: Google Sheet


-Lesson: Demonstrates the power of end-user programmability
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Editorial Flow

51

250 
milestones 
delivered in 

batches of 50
Editor

Microsoft Word

Google Docs 
with multiple 
folders: 
• Simson in Development  
• Rachel in Development 
• Simson to Edit 
• Rachel to Edit 
• To Deliver

Word

Authors

Google Docs with 
change tracking 

from Word

Photo Editor

Pages of photos

Authors

Editor & 
Printer

Selected photos

Obscure 
rights and 

budget 
negotiations



-Copyright issues…
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[AU: I’m wary of exactly reproducing the three laws from Asimov’s text, 
which is not PD. Can you instead summarize/paraphrase the three laws?]

-1. We believe it would be a mistake not to print.

-2. We performed the 4-part copyright test for “fair use.”

-3. We contacted the copyright owner and got a quote.

53
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February 12, 2018

55

From: Dercole, Alicia adercole@penguinrandomhouse.com
Subject: Permissions request ID 33116 I, ROBOT by Asimov

Date: February 12, 2018 at 9:33 PM
To: simsong@acm.org

Hi Simson
 
Thanks for submitting this request online. Can you please send me a copy of the material you would
like to use as you plan to use it?

Thanks!

Alicia M. Dercole
Senior Associate, Permissions
Penguin Random House 
1745 Broadway, 15th Floor 
New York, NY 10019
P: 212-940-7681, F: 212-572-6066 E: adercole@penguinrandomhouse.com
 
Please visit our website to submit a permissions request.



February 12, 2018
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From: Simson Garfinkel simsong@acm.org
Subject: Re: Permissions request ID 33116 I, ROBOT by Asimov

Date: February 12, 2018 at 10:09 PM
To: Dercole, Alicia adercole@penguinrandomhouse.com
Cc: rachel_and_simson@nitroba.com

Hi Alicia,

Thank you so much for your email!

The amount that we wish to use is precisely the three laws, nothing more, nothing less. That is, we wish permission to reprint this 60
word excerpt:

1.     A robot may not injure a human being or, through inaction, allow a human being to come to harm.
2.     A robot must obey the orders given it by human beings except where such orders would conflict with the First Law.
3.     A robot must protect its own existence as long as such protection does not conflict with the First or Second Laws.

We also wish to reprint the “zeroth” law:

0. A robot may not harm humanity, or, by inaction, allow humanity to come to harm.

We wish to reprint the three laws on a page of our book that celebrates Asimov’s contribution to computing. Here is the proposed
page:

================
1942: Isaac Asimov’s Three Laws of Robotics
Isaac Asimov (1920–1992)

Science-fiction author Isaac Asimov introduced the Three Laws of Robotics in his 1942 story “Runaround” as a set of guiding
principles to govern the behavior of robots and their future development. The laws are:

1.     A robot may not injure a human being or, through inaction, allow a human being to come to harm.
2.     A robot must obey the orders given it by human beings except where such orders would conflict with the First Law.
3.     A robot must protect its own existence as long as such protection does not conflict with the First or Second Laws.

A fourth law, known as the “zeroth” law, was added in 1985, and ranks higher than the first three. It states that “A robot may not harm
humanity, or, by inaction, allow humanity to come to harm.”

Asimov originally attributes the laws to The Handbook of Robotics, 56th Edition, 2058 A.D. The laws are a fail-safe feature used to
inform robot behavior as robots interact with humans and choose courses of action that involve morality, ethics, and thoughtful
decision-making. They are used throughout the series I, Robot and other narratives linked to it. For example, Dr. Susan Calvin, a
robo-psychologist, is a recurring fictional character in Asimov’s robot stories. Calvin is employed by twenty-first-century robot
manufacturer US Robots and Mechanical Men, Inc., where she solves problems caused by robots’ interaction with humans. These
problems are often associated with a term in Asimov’s stories called the “Frankenstein Complex,” understood as human fear of self-
aware, autonomous machines.

Asimov recognized in his writing that anxiety about intelligentsociety confronts the commercialization of machines (such as
autonomous vehicles) whose function is directly associated with human life.

See also: Rossum’s Universal Robots (1920)
==================

Please let me know if I can provide other information.  

Thanks again for your speedy response.

Sincerely,

Simson L. Garfinkel
+1-202-649-0029

On Feb 12, 2018, at 9:33 PM, Dercole, Alicia <adercole@penguinrandomhouse.com> wrote:

Hi Simson

Thanks for submitting this request online. Can you please send me a copy of the material you would like to use as you plan to use
it?

Thanks!



March 11, 2018
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From: Simson Garfinkel simsong@acm.org
Subject: Re: Permissions request ID 33116 I, ROBOT by Asimov

Date: March 11, 2018 at 8:16 PM
To: Dercole, Alicia adercole@penguinrandomhouse.com
Cc: rachel_and_simson@nitroba.com

Hi Alicia,

I am asking you again about the status of request ID 33116. We are going into the layout phase of production and need to know if
Penguin Randomhouse will be able to give us permission to reprint Issac Asimov’s Laws of Robotics, which appears below:

1.     A robot may not injure a human being or, through inaction, allow a human being to come to harm.
2.     A robot must obey the orders given it by human beings except where such orders would conflict with the First Law.
3.     A robot must protect its own existence as long as such protection does not conflict with the First or Second Laws.

Thank you very much! I look forward to hearing from you.

Simson Garfinkel



March 19, 2018
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From: adercole@penguinrandomhouse.com
Subject: Request ID: 33116 / Contract ID: 21859

Date: March 19, 2018 at 9:53 AM
To: simsong@acm.org

YOUR PROJECT: The Computer Book

Dear Requester,

A Permission contract for your above-referenced request is attached. Please print
two copies and return one counter-signed copy and payment according to the terms
of the contract, keeping one copy for your files.

If you have any questions regarding this contract, please contact the sender of this
email and be sure to reference the Request ID and/or Contract ID.

If any requested selections or rights are not covered by the attached contract and
are not addressed above, you can expect to receive additional correspondence
from our department soon.

Thank you.

Sincerely,
Penguin Random House LLC Permissions Department

This e-mail message and any attachments are proprietary and confidential
information intended only for the use of the recipient(s) named above. If you are not
the intended recipient, you may not print, distribute, or copy this message or any
attachments. If you have received this communication in error, please notify the
sender by return e-mail as indicated above and delete this message and any
attachments from your computer.

PERMISSIONS_0
000021859.PDF



Terms

-Non-refundable fee due within 45 days.

-Territory Granted: World

-Credit Line: “Three Laws of Robotics" from I, ROBOT by Isaac Asimov, copyright 
© 1950 and renewed 1977 by Isaac Asimov. Used by permission of Bantam 
Books, an imprint of Random House, a division of Penguin Random House LLC. 
All rights reserved.” (40 words)


-Three laws:  61 words

-Total quality for all formats/editions not to exceed: 30,000 copies

-Term of License: 5 years from Publication date

59
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Cover of Signet’s 1956 edition of I, Robot by Isaac Asimov.

1942

Isaac Asimov’s Three  
Laws of Robotics 
Isaac Asimov (1920–1992) 

Science-fiction author Isaac Asimov introduced the Three Laws of Robotics in his 1942 
story “Runaround” as a set of guiding principles to govern the behavior of robots and 
their future development. First, a robot may not cause harm to a human, either by the 
robot’s action or inaction. Second, the robots must follow human commands, unless 
they would violate the first law. The third law states that robots must look to their own 
survival, provided that doing so does not interfere with their obligations under the first 
and second laws.

Asimov added a fourth law, known as the “zeroth” law, in 1985. It ranks higher than 
the first three and affords similar protections to all of humanity. 

Asimov originally attributes the laws to the Handbook of Robotics, 56th Edition, 
2058 A.D. The laws are a fail-safe feature used to inform robot behavior as robots 
interact with humans and choose courses of action that involve morality, ethics, and 
thoughtful decision making. They are used throughout the Robot series and other 
narratives linked to it. For example, Dr. Susan Calvin, a robopsychologist, is a recurring 
fictional character in Asimov’s robot stories. Calvin is employed by 21st-century robot 
manufacturer US Robots and Mechanical Men, Inc., where she solves problems caused 
by robots’ interaction with humans. These problems are often associated with a term in 
Asimov’s stories called the “Frankenstein Complex,” understood as human fear of self-
aware, autonomous machines. 

Asimov recognized in his writing that anxiety about intelligent robots would be a 
significant challenge to overcome in order for robots to be accepted by human society. 
His laws tapped into a subject that has moved from fiction to public policy as society 
confronts the commercialization of machines (such as autonomous vehicles) whose 
function is directly associated with human life. 

SEE ALSO Rossum’s Universal Robots (1920)

9781454926214_int_016-155.indd   86 7/10/18   12:22 PM 9781454926214_int_016-155.indd   87 7/10/18   12:22 PM



- Choosing the art
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What they didn’t tell us about the art

- Wikipedia is the most desirable


- iStockPhoto is second best


- Shutter Stock is pretty good


-Getty Photos and Alamay are the least desirable

63



Art!
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A collection of popular films from Pixar Animation Studios. 

1986

Pixar 
Ed Catmull (b. 1945), Alvy Ray Smith (b. 1943), Steve Jobs (1955–2011) 

Pixar may be best known for creating movies such as Toy Story, Cars, and Inside Out, 
among others, but it is also famous for the pioneering computer animation techniques 
and technologies it designed to bring its creative visions to life. 

Now a subsidiary of the Walt Disney Company®, Pixar originated at the New York 
Institute of Technology’s Computer Graphics Lab, where George Lucas found and hired 
away Ed Catmull and Alvy Ray Smith to run the computer division at Lucasfilm. Lucas 
sold the computer division to Steve Jobs in 1986, and it became an independent company 
called Pixar. Disney purchased Pixar on January 25, 2006, at a valuation of $7.4 billion. 

Pixar’s proprietary animation rendering technology—RenderMan®—is an industry 
standard that has received both scientific and technical awards for advances in realistic 
visual effects, including lighting, shading, and shadowing. The program also embodies 
techniques for processing the large amounts of 3-D data required for an animated movie. 
RenderMan’s first trip to the red carpet was in 1989, when Pixar’s short film Tin Toy 
became the first computer-animated film to receive an Oscar® when it was named  
Best Short Film (Animated). Since then, RenderMan has been used in numerous 
Academy Award®–winning films and was acknowledged with its own Oscar in 2001, 
when Ed Catmull, along with his colleagues Robert L. Cook and Loren Carpenter at 
Pixar, received an Academy Award of Merit “for significant advancements to the field  
of motion picture rendering as exemplified in Pixar’s RenderMan.” 

In 2015, the traveling exhibit The Science Behind Pixar opened as a collaboration 
between Pixar and the Boston Museum of Science. The exhibit showcased the science, 
technology, engineering, art, and mathematics (STEAM) that Pixar uses to create its 
films. The exhibit is organized around Pixar’s production pipeline and includes content 
on modeling, rigging, surfaces, sets and cameras, animation, simulation, lighting, and 
rendering. Related is Pixar’s partnership with the NSF on a research project to help 
educate people about computational thinking. Leveraging six exhibit experiences from 
The Science Behind Pixar, the aim is to help students learn how to break down a challenge 
into pieces that can be understood and carried out by a computer. 

SEE ALSO Sketchpad (1963)
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- Sometimes we got the 
photos ourselves!
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Telebit modem (wikiwand)
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Telebit T3000 (Wikipedia)
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This spectrograph shows the tones made by a pair of modems during the first 22 seconds of a particular high-
speed connection.

1984

Telebit Modems Break 9600 bps
The TrailBlazer modem, from the US-based company Telebit, was a computer-networking 
breakthrough. In 1984, at a time when most dial-up computer users were just beginning 
to make the transition from modems that could send 1200 bits per second (bps) to those 
that could send 2400 bps, Telebit introduced a modem that could transfer data over an 
ordinary phone line at speeds between 14,400 and 19,200 bits per second. 

The secret to the TrailBlazer’s speed was its proprietary channel-measuring 
protocol. At the time, phone calls traveled over many analog wires to reach from one 
end to another, creating something communications engineers called a channel, and 
every channel was slightly different. Telebit’s Packetized Ensemble Protocol (PEP) 
divided that channel into 512 different analog slots. When one TrailBlazer sensed it 
was communicating with another, the two modems would measure the channel and 
determine which of those slots could be used for high-speed data transfer. In any given 
instance, the modems would allot the majority of slots to the modem transferring the 
most data. The TrailBlazer also had direct support for the UNIX-to-UNIX-Copy protocol 
(UUCP), making it a hit with Usenet sites.

In 1985, each TrailBlazer cost $2,395. The modems frequently paid for themselves 
in the first year, however, through savings on long-distance charges. 

The TrailBlazer triggered what came to be known as the “modem wars.” They 
started when Telebit’s primary competitor, US Robotics Corporation®, introduced 
its own 9600 bits per second modem for $995 in 1986. The two modems were not 
compatible. Telebit responded by slashing the price of the TrailBlazer to $1,345 in 1987. 

The industry knew the path to riches would come only from a larger, multivendor 
market—and that required standardization. The first high-speed standard was the 
V.32 9600 bits per second in 1987; prices for external models dropped to $400. A
succession of faster and lower-priced models followed until, finally, the International
Telecommunication Union (ITU) released the draft V.90 standard in February 1998,
which supported 56-kilobit-per-second download speeds to consumers from specially
equipped internet service providers (ISPs). This was as fast as was theoretically possible
over an analog phone line without the use of compression.

SEE ALSO The Bell 101 Modem (1958), Usenet (1980), PalmPilot (1997)
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The course of Halley’s Comet across the night sky from April through May of 1910. 

1758

Human Computers Predict  
Halley’s Comet 
Edmond Halley (1656–1742), Alexis-Claude Clairaut (1713–1765),  
Joseph Jérôme Lalande (1732–1807), Nicole-Reine Lepaute (1723–1788)

The discovery of Kepler’s laws of planetary motion and Isaac Newton’s more general 
laws of motion and gravity encouraged scientists to seek elegant mathematical models 
to describe the world around them. Edmond Halley, the editor of Newton’s Principia 
(1687), used Newton’s calculus and laws to show that a comet seen in the night sky in 
1531 and 1682 must be the same object. Halley’s work depended on the fact that the 
comet’s orbit was influenced not just by the sun, but also by the other planets in the 
solar system—especially Jupiter and Saturn. But Halley could not come up with an 
exact set of equations to describe the comet’s trajectory. 

Alexis-Claude Clairaut was a French mathematician who devised a clever solution 
to the problem. But it wasn’t mathematically elegant: instead of solving the problem 
symbolically, his method solved the problem numerically—that is, with a series of 
arithmetic calculations. He worked with two friends, Joseph Jérôme Lalande and 
Nicole-Reine Lepaute, during the summer of 1758, and the three systematically plotted 
the course of the comet, calculating the wanderer’s return to within 31 days.

This approach of using numerical calculations to solve hard science problems 
quickly caught on. In 1759, Lalande and Lepaute were hired by the French Académie 
des Sciences to contribute computations to the Connaissance des Temps, the official 
French almanac; five years later, the English government hired six human computers 
to create its own almanac. These printed tables charted the anticipated positions of 
the stars and planets and were the basis of celestial navigation, allowing the European 
powers to build out their colonies. 

In 1791, Gaspard Clair François Marie Riche de Prony (1755–1839) embarked 
on the largest human computation project to that date: to create a 19-volume set of 
trigonometric and logarithmic tables for the French government. The project took six 
years and required 96 human computers.

SEE ALSO First Recorded Use of the Word Computer (1613)
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This 52-inch (1.3-meter) -thick, oil-filled glass window protects a nuclear engineer from radiation while he 
operates a robotic arm at NASA’s Plum Brook Station in Sandusky, Ohio, 1961.

1961

Unimate:  
First Mass-Produced Robot 
George Devol (1912–2011), Joseph F. Engelberger (1925–2015)

After seeing a picture of assembly-line workers in a technical journal, American inventor 
George Devol wondered if there could be a tool to replace the repetitive, mind-numbing 
tasks people had to perform. This question led him to design something akin to a 
mechanical arm, which he patented in 1961, called the Programmed Article Transfer device. 

Devol had a fortuitous introduction to engineer and businessman Joseph 
Engelberger at a cocktail party in 1956. Engelberger, fascinated by Isaac Asimov’s 
robot stories, immediately recognized the business potential of Devol’s “robot” device. 
As business partners, they had to perfect the device and convince others to buy it. 
Engelberger’s sales strategy was to identify jobs that Unimate (the name suggested by 
Devol’s wife, Evelyn) could do that were dangerous or difficult for humans to perform. 
General Motors® (GM) was the first to buy into the idea, and in 1959 the Unimate 
#001 prototype was installed in an assembly line in Trenton, New Jersey. Unimate’s job 
was to pick up hot door handles that had just been made from molten steel and drop 
them into cooling liquid before they were sent down the line for human workers to 
finish polishing. The Unimate would go on to spawn new industries and revolutionize 
production and manufacturing plants around the world.

The Unimate weighed 4,000 pounds (1,814 kilograms) and was controlled by a 
series of hydraulics. Memory was stored on a magnetic drum, and pressure sensors 
inside the arm enabled it to adjust the strength of its grip as needed. Unimate “learned” 
a job by first having a person manually move its parts in the sequence of steps desired 
to complete the task. The movements were recorded by its computer and then simply 
repeated over again. 

In 1966, Unimate was featured on The Tonight Show Starring Johnny Carson, 
where it demonstrated how it could knock a golf ball into a hole, pour a can of beer, 
and conduct the Tonight Show orchestra. An early model of this robot can be found at 
the Smithsonian’s National Museum of American History; in 2003, the Unimate was 
inducted into the Carnegie Mellon Robot Hall of Fame. 

SEE ALSO Isaac Asimov’s Three Laws of Robotics (1942)

9781454926214_int_156-305.indd   162 7/10/18   12:27 PM 9781454926214_int_156-305.indd   163 7/10/18   12:27 PM



76



77
506 

TensorFlow’s hallucinogenic images show the kinds of mathematical structures that neural networks construct in 
order to recognize and classify images. 

2015

Google Releases TensorFlow
Makoto Koike (dates unavailable)

Cucumbers are a big culinary deal in Japan. The amount of work that goes into growing 
them can be repetitive and laborious, such as the task of hand-sorting them for quality 
based on size, shape, color, and prickles. An embedded-systems designer who happens to be 
the son of a cucumber farmer (and future inheritor of the cucumber farm) had the novel 
idea of automating his mother’s nine-category sorting process with a sorting robot (that he 
designed) and some fancy machine learning (ML) algorithms. With Google’s release of its 
open source machine learning library, TensorFlow®, Makoto Koike was able to do just that. 

TensorFlow, a deep learning neural network, evolved from Google’s DistBelief, a 
proprietary machine learning system that the company used for a variety of its applications. 
(Machine learning allows computers to find relationships and perform classifications 
without being explicitly programmed regarding the details.) While TensorFlow was not 
the first open source library for machine learning, its release was important for a few 
reasons. First, the code was easier to read and implement than most of the other platforms 
out there. Second, it used Python, an easy-to-use computer language widely taught in 
schools, yet powerful enough for many scientific computing and machine learning tasks. 
TensorFlow also had great support, documentation, and a dynamic visualization tool, 
and it was as practical to use for research as it was for production. It ran on a variety of 
hardware, from high-powered supercomputers to mobile phones. And it certainly didn’t 
hurt that it was a product of one of the world’s behemoth tech companies whose most 
valuable asset is the gasoline that fuels ML and AI—data. 

These factors helped to drive TensorFlow’s popularity. The greater the number of 
people using it, the faster it improved, and the more areas in which it was applied. This 
was a good thing for the entire AI industry. Allowing code to be open source and sharing 
knowledge and data from disparate domains and industries is what the field needed 
(and still needs) to move forward. TensorFlow’s reach and usability helped democratize 
experimentation and deployment of AI and ML applications. Rather than being exclusive 
to companies and research institutions, AI and ML capabilities were now in reach of 
individual consumers—such as cucumber farmers. 

SEE ALSO GNU Manifesto (1985), Computer Beats Master at Go (2016), Artificial General Intelligence 
(AGI) (~2050)
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Closing thoughts on photos

-Some photos chosen for one 
milestone were used for another.


-Many photos have insufficient 
metadata.


-Publicity photos can be surprisingly 
good.


-Many stock photos have similar feel
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Q&A

5



Never end a presentation with a slide that says “Questions.”

-Time spent negotiating is time lost to writing

June 2, 2016 — Initial email; November 2017 deliverable. 

April 12, 2017 — Signed contract, new-co-author, same delivery date

November 2017 — Deliverable met


-Budgets are real but they matter in unexpected ways


-It’s hard to write a (good) 350-word essay about a historic topic.

Credibility is easily damaged if you get something wrong that other people know.

Deep research is fun, but it doesn’t get the project to done.
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