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THEECONOMY 

COMPUTERS 
SIMULATE 

pHYSICAL SYSTEMS 
IOSTON 

• One of the most popular 
oppliections of supercomputers 
today involves using the ma
chines to simulate physical sys
tems. Ohen such simuloiions 
involye many miliions of re_ 
peated caltulotions. 

A program funning on a 
conventionol tompLller that cal
tulates the motion of a protein 
moletule, for example, would 
haye 10 consider each atom in 
the molecule one-by-one, tal
tulate the force on each atom 
el!:erted by th" other atoms, 
and then compule tile new po
sition of each one. 

Solved by a Connection Ma
chine, each of the molecule's 
atoms might be assigned to a 

iHerent processor. Working of 
Ihe some time, they would all 
calculate forces and determine 
Ihe new position of the entire 
molecule. Each of the CM's 
ph~sicol processors can be pro
grammed 10 simulate any 
number of "virtual processors/ 
so even the compan~'s 4,096-
processor CM-2a can handle 
large problems. 

Many scientists feel that this 
"data parallelism" approach is 
"'0 natural wo~ to think about 
their problems," says Dr. Jill 
Mesirov, Thinking Mcchine's 
director of molnemoticol sci_ 
ences research. Port of her job 
is to help show scientists how 
the machine can be used 10 
solye their problems. 

Allhe MIT Media labora
tory, graduate student Henry 
Holh:mon is using a CM to in
creaie the delgil in t"l""iiion 
images: Eoch of the CM's pro. 
cessars calculates the color of 
a single point of the image. 

"It's great to program. Once 
yau gel used 10 thinking the 
woy lihe machine] operales, it 
makes working with parallel 
doto very simple," says Mr. 
Holuman. ~The reol problem 
with programming it is trying to 
debug your program. It's kind 
of hard to watch what ~our 
program does~ when it is 
operating on millions of num
bers 01 a lime. 

-I.L.O, 
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SUPERCOMPUTEIIS 

'Electronic Brain' Worthy of Name 
By SIm ..... L. aa.tiakol 
SIoH ... rilef of n-. Cllrislion Scl.nao Monda< 

IQSTON 

C
OMPUTERS have long 
been thought of as "elec· 
tronic brains." But the 

Connection Machine (CM) comes 
the closest yet to working like 
oue. 

Most computers have a central 
processing unit that executes one 
instruction at a time. The eM has 
thousands of simple processors, 
aU computing in par.illellike neu
rons ill the human brcl.ill. In this 
way dle CM breaks super-sized 
problems down into millions of 
pieces and solves them simuhane
Dusly. 

The eM was invented by W. 
Daniel Hillis. Working at Massa
chusetts Institute of Technology 
in the early 1980s, Dr. Hillis rtf.d· 
ized that conventional computers" 
were or~ized the wrong way 
for solvmg problems that re-
9uire4.large amounts of inform a
uon -.the sort of problems he was 
encountering ill his work ,on arti
ficial intelligence. 

"If you look at a very simple 
task that we can get.acomputer to 
do - recognizing an object - it 
might take a computer 15 min
utes to do what an infant can do 
it in a fraction of a second," Hillis 
says. 

Yet neurons compute a thou
sand times slower thall most com
puters. The problem, Hillis "'Tote 
in his doctor.ai thesis, was Qne of 
utilization: most integrated cir~ 
cuits if! a typical computeT simply 
store numbers and play litl1e role 
in pdforming ca1culations. A 
much better approach, he rea
soned, would be for the cOI1lp'uter 
to use the majority of its $llicon 
for "thinking." 

Hillis founded Thinking Ma
chines Corp. seven years ago to 
put his ideas to the test. 1bgether 
with Sheryl Handler, a mana~
menl and financing wizard who 
had r«ently put togel11er a bio
technology venture in Boston, 
Hillis raised 165 million in fund
ing. The money came nOl from 
venture capitillists, who would be 
interested ill short-term profits 
aud the bottom line, but from in~ 
vestors who could afford to take a 
long-term view, says John Mucci. 
Thinking Machine's vice presi
dent for re!>Carch and marketing. 

In 198~ the company started 
building the machine that Hillis 
had described in his thesis. Three 
years later it was ready. By many 
accounts, Dr. Hillis had built the 
fustest computer in the world. 

CaUed the CM-I, the com· 
puter had 65,536 microproces
sors; Hillis hoped to eventually 
build a miiChine with over a mil
lion. 

BUl it turned out that even the 
with the initial number of micro· 
processors, the'CM-I could do a 
lot til' things that no conventional 
computer could. Hillis r«alls tri
umphan.tly. The machine ex
ceUed in solving scientific and en
gineering problems that involve 
vast amounts of iriJormation. Al
though nol every problem could 
be phrased in such a way to take 
ad\'antage of l11e CM's power, for 
those that could, the payoff W:i\S 

oramatic: me CM can run circles 
around a Cray, a conventional su
percomputer costing four times 
a~ much. 

In April 1 9S7 the company an
nounced an improved machine, 
the CM·2, that r.m the smne soft
ware and overcame many of the 

"They've·.Qrra.Ily moved off the 
perimeter and are beginning to 
be viewed as mainstream." 

By the end of198S, the do:ten 
CM·Is had been upgraded ilntl 
eight more CM-2s had been sold. 
Since then, the company's sales 
have grown by 50 percent each 
year. T'1';Mthere are more than 
50 eM- LUstolller's hands -
including one recently sold (0 a 
Japanese laboratory. 

"When new machines are in
troduced. they are introduced ill 
the research environment. They 
rely on the feedback loop of uni
versities and the research com
munity to assist in commerciotliz· 
ing," says Mr. Smaby. 

The real payoff for Thinking 
Machines, says Dick Shaefer, 

inside of most desktop comput
ers. Most of Intel's supercom
puters average only 32 proces-
sors, but each one is many times 
faster than the processors inside 
the Connection Machine. "Be
cause of the use of stock micro
pl'ocessor technology, which will 
become increasingly Inore power
ful, you will see the cost go down 
as tbe performance goes up," says 
Ken Harper. a spokesperson for 
the company. 

Hillis doubts that Intel's ap
proach is workable in the long
run. "The interesting thing about 
starting with a very large number 
of processors and inlproving the 
speed of the processor is that the 
programs stay the iiaUle. 
Writing a program for 100 pro-

SEISMIC: WAVE SLMULAnOH: Each prous$or of a CM~2a wmpllle.l wave motion at a particular poilU in.luu I/~ t/Jrlh. 

CM-I's p-roblems. Each CM-2 
processor has 16 times more 
memory, which lets the computer 
solve even larger problems. TIle 
new computer also boasts a color 
screen that can compute and dis
play television images at fuU 
speed, allowing scientists to walch 
the re~ullS of their calculations as 
l11eyoccur. 

With the CM~2 came the Data 
Vault, a mass-stordge system 
which uses an array of 39 disk 
drives to hold 10,000 megabytes 
of informal ion (compared with 20 
megabytes of a typical desktop 
computer). A Data Vault can 
transfer data. into the CM-2 at the 
rate of 25 megabytes per second 
- cljuiyaJent to 35 average-sized 
novels. 

Even pJ,'iced from $2 milliun to 
$10 million, the machines were in 
demand. "Panulel [processing] 
machines h'lve always been 
viewed as being at the radical 
edge" of the supercomputer 
world, says G,u'y Smaby, a super
c(.'Dlputer analyst in Minneapolis. 

founder of Tt'Chnologic Panners, 
a Manhattan research firm, will 
come as applications outside of 
sciences and engineerin!!, are dis
(:Overed lor the machme. One 
such application is DowQuest, a 
St'l"iice olrered by Dow Jones In
furmation Services. It uses Ihe 
power of a Connection Machine 
to take questions in English and 
fmd articles that answer them, 
from a database of over 175 pub
lications. 

"That's iI daring experiment 
in many ways," says Mr. Shaefer. 
"Thinking Machines needs more 
such sales." 

DowQuest, says Mucci. shows 
the Connection Machine's ability 
LO handle problems that are 
"simply beyond any computers 
capabilities because they require 
computing on so incredibly IIiUl.:h 
data." 

But other companies are also 
exploring par.dld approaches. 
One is Intel Scientific Olmputers, 
a subsidiary of the company that 
makes the microflroces.sor that is 

cosors is not the same as writing 
a progr.UII for 10,000 processors. 
People invest a lot in learning 
how 10 pmgram a certain kind of 
machine; if next rear's machine is 
10 times larger, they have wasted 
that investment." 

WI November, the United 
States Defense Advanced Re
search Projects Agency awarded 
Thinking Machines a $12 million 
contract to develop a computer 
capable of 1 trillion operations 
per second - a machine lhat is a 
hundred to a thousand times 
faster lhan the CM~2. (Intel was 
awarded a similar COJllrdCl, 
Harper notes.) 

A computer that fast, says 
Hillis, should be able to solye 
some ofthe "grand challenges" of 
supercomputing: "Things like ac~ 
tually predicting weather in real 
time, global climatt: modeling:, 
and figuring out how protcills 
will fold .... Things like that re
quire bigger cumputers than 
what we would call a super
computer today." 


