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Abstract

Innovation and entrepreneurship in science and technology requires seizing new ideas, 
identifying their distinctive core, and finding enthusiastic users and customers (tricks). 
It also requires avoiding mistakes that can sideline amazing technology and promising 
careers (traps). 
In this talk, I’ll present some tricks I’ve learned, traps that I’ve been fortunate enough to 
avoid or escape, and which approaches I think can be taught and generalized 
(techniques) based on my career in academia, government, and several startups. 
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Embrace the leading edge. 
Embrace open source & open data. 

Tricks
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Simson Garfinkel: Background and Bio

Career #1: Science writer (1985-)
 Newspapers, Magazines, Books
 Most recently: History of computing — Technology Review & CACM

Career #2: Entrepreneur (1992-)
 SGAI — 1992-1993 — Commercialized AI approach from MIT Media Lab
 Vineyard.NET — 1995-2002 — ISP on Martha’s Vineyard
 Sandstorm Enterprises — 1998-2001, 1998-2006 (board) — Security tools
 Broadband2Wireless — 2000-2001 — Wireless ISP

Career #3: CS Researcher (1985-87, 90-91, 2002-)
 MIT Media Lab 1985-1987, 90-91
 MIT PhD  2003-2005
 Harvard SEAS CRCS — 2005-2006
 Naval Postgraduate School — 2006-2014
 NIST — 2015-2016

Career #4: Government Innovation
 US Census Bureau — 2017-2021 — Differential privacy 
 US DHS — 2021-2022 — DHS Data Inventory
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I’m currently Chief Scientist at BasisTech 
LLC, a startup accelerator in Somerville. 



Trick #1 — Embrace the leading edge

Teach and embrace the modern programming languages & development tools.

Example: AWS in Georgetown “massive data” course (2016-2017)
 Student got a job with AWS because he learned the stack in my class.

Example: Plant Tracer Project (w/ Pace Univ.)
 Computer vision for tracking plant movement
 Unit tests & code coverage 
 Function-as-a-service (AWS Lambda)
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Trick #2 — Embrace open source and open data
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Bulk_extractor - Open source digital forensics tool

Initial development: 2006-2010
First deployment: 2010
Version 2.0 rewrite: 2018-2022 (C++20)

“CV impact:” 2 articles

      
   156 citations                  0 citations (14K DL downloads)

Real world impact: education, law enforcement & defense

Digital media triage with bulk data analysis
and bulk_extractor

Simson L. Garfinkel*

Naval Postgraduate School, 900N Glebe, Arlington, VA 22207, USA
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a b s t r a c t

Bulk data analysis eschews file extraction and analysis, common in forensic practice today,

and instead processes data in “bulk,” recognizing and extracting salient details (“features”)

of use in the typical digital forensics investigation. This article presents the requirements,

design and implementation of the bulk_extractor, a high-performance carving and feature

extraction tool that uses bulk data analysis to allow the triage and rapid exploitation of

digital media. Bulk data analysis and the bulk_extractor are designed to complement

traditional forensic approaches, not replace them. The approach and implementation offer

several important advances over today’s forensic tools, including optimistic decompres-

sion of compressed data, context-based stop-lists, and the use of a “forensic path” to

document both the physical location and forensic transformations necessary to recon-

struct extracted evidence. The bulk_extractor is a stream-based forensic tool, meaning that

it scans the entire media from beginning to end without seeking the disk head, and is fully

parallelized, allowing it to work at the maximum I/O capabilities of the underlying hard-

ware (provided that the system has sufficient CPU resources). Although bulk_extractor was

developed as a research prototype, it has proved useful in actual police investigations, two

of which this article recounts.

Published by Elsevier Ltd.

1. Introduction

Digital forensics investigations have grown more difficult as
the capacity and diversity of devices containing digital
evidence increases.

Many approaches have been proposed for addressing the
data onslaught, including parallelization and multi-
processing (Ayers, 2009; Richard and Roussev, 2006), statis-
tical sampling (Garfinkel et al., 2010; Mora, 2010), and even
extending the time a suspect can be held without charge so
that evidence may be analyzed (Secretary of State for the
Home Department, 2007). But no matter what approach is

used to improve performance, so long as a backlog exists,
some process must allocate limited forensic resources.

Diversity of media represents a different kind of challenge.
Increasingly evidence needs to be analyzed that is in file
system and file formats not supported by current tools.
Frequently the only way to analyze such data is to scavenge it
for printable strings and rely on the human examiner to make
sense of the data that are manually recovered.

Many organizations prioritize forensic processing with
reference to the nature of the case, without taking into
account the contents of the media itself. For example, the
FBI’s regional computer forensics laboratories give media

* Tel.: þ1 831 656 3389.
E-mail address: slgarfin@nps.edu.

Available online at www.sciencedirect.com
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Updating bulk_extractor for the 2020s.

BY SIMSON GARFINKEL AND JON STEWART

Sharpening 
Your Tools

D IGI TAL  FORENSI CS (DF)  is a fast-moving field with 
a huge subject area. A digital investigator must be 
able to analyze “any data that might be found on any 
device anywhere on the planet.”12 As such, developers 
must continually update DF tools to address new file 
formats, new encoding schemes, and new ways that 
the subjects of investigations use their computers. At 
the same time, tools must retain the ability to analyze 
legacy data formats—all of them, in fact.

Most DF tools run on consumer desktop operating 
systems, adding another layer of complexity: These 
operating systems are also continually evolving. 
Analysts must update and upgrade their systems, lest 
they risk compromise by malware, which decreases 
productivity and can discredit an analysis in court. 
This is true even for workstations that are “air gapped” 
(not connected to the Internet), since malware in 
evidence can exploit bugs in forensic software.19 

Surprisingly, open source forensic tools distributed 
as source code face a greater challenge when the 
underlying operating system is upgraded: Software 

compatibility layers typically empha-
size compatibility for the application 
binary interface (ABI), not source code. 
Software compiled from source must 
cope with upgraded compilers, librar-
ies, and new file locations. As a result, 
older open source software frequently 
does not run on modern systems with-
out updating. One way around this 
problem is to run the old software in-
side a virtual machine—but older virtu-
al machines won’t be protected against 
modern malware threats.

One advantage of open source soft-
ware is the end user has the source code 
and is therefore able to update the ap-
plication (or pay for a programmer to 
update the application). In practice, 
many users of DF tools lack the exper-
tise, financial resources, and time to up-
date the collection of open source tools 
they rely upon to do their jobs. Instead, 
that task falls upon tool developers, 
who must simultaneously cope with es-
sential changes in DF best practices as 
well as in operating systems, compilers, 
and libraries, while avoiding inadver-
tent changes to important functional-
ity. Developers must also resist the urge 
for aggressive rewrites that add new 
expansive functionality, lest they suc-
cumb to the “second-system effect.”5

This article presents our experience 
updating the high-performance DF tool 
BE (bulk _ extractor)16 a decade af-
ter its initial release. Between 2018 and 
2022, we updated the program from 
C++98 to C++17. We also performed a 
complete code refactoring and adopted 
a unit test framework. 

The new version typically runs with 
75% more throughput than the previ-
ous version, attributable to improved 
multithreading. This article provides 
lessons and recommendations for oth-
er DF tool maintainers. All developers 
can benefit from the detailed discus-
sion of how embracing features in the 
C++17 standard and modern software 
engineering practices can improve the 
correctness, reliability, and throughput 
of forensic software. Businesses and 
funding agencies can use this experi-
ence to help justify the substantial cost 

Digital Corpora - Open data set for digital forensics

Initial development: 2006-2010
First deployment: 2007-
Migration to Amazon Open Data program: 2020

“CV impact:” 1 article

       482 citations

Real world impact: digital forensics education & research

Bringing science to digital forensics with standardized
forensic corpora

Simson Garfinkela,b,*, Paul Farrella, Vassil Roussevc, George Dinolta

aGraduate School of Operational and Information Sciences, Department of Computer Science, Naval Postgraduate School,
Monterey, CA 93943, USA
bHarvard University, USA
cUniversity of New Orleans, USA

Keywords:

Forensics

Human subjects research

Corpora

Real data corpus

Realistic data

a b s t r a c t

Progress in computer forensics research has been limited by the lack of a standardized data

setsdcorporadthat are available for research purposes. We explain why corpora are

needed to further forensic research, present a taxonomy for describing corpora, and

announce the availability of several forensic data sets.

ª 2009 Digital Forensic Research Workshop. Published by Elsevier Ltd. All rights reserved.

1. Introduction

Much of the work to date in digital forensics has focused on
data extraction and for presentation in courts. Researchers
have developed technologies for copying data from subject
hard drives, storing that data in a disk image file, searching
the disk image for document files, and presenting the docu-
ments to an examiner.

As both the variety and scale of forensic investigations

increase, forensic practitioners need tools that do more than
search and present: they need tools for reconstruction, anal-
ysis, clustering, data mining, and sense-making. Such tools
frequently require the development of new scientific tech-
niques in areas such as text mining, machine learning, visu-
alization, and related fields.

One of the hallmarks of science is the ability for researchers
to perform controlled and repeatable experiments that produce
reproducible results. Science is based on the principle that
phenomena can be observed and results can be reproduced by
anyonedthere are no privileged experimenters or observers

(given sufficient training and financial resources, of course).

Sadly, much of today’s digital forensic research results are
not reproducible. For example, techniques developed and
tested by one set of researchers cannot be validated by others
since the different research groups use different data sets to
test and evaluate their techniques.

1.1. Why forensic corpora are needed

Having a reference set of representative corpora enhances the
scientific evaluation of forensic methods beyond the obvious
benefits of providing ready test data and enabling direct
comparison of different approaches. Namely, it allows for the
ground truth to be established using manual or otherwise
time-consuming methods. Such results can then be used as
a baseline to evaluate the success of new tools and methods
using objective metrics.

In the digital forensics field there have been sporadic
efforts to produce standardized corpora, mostly in the form of

forensic challenges. The main goal of these challenges has
been the development of practical tools for problem areas in
need. Since 2005, DFRWS has issued an annual challenge

* Corresponding author. Graduate School of Operational and Information Sciences, Department of Computer Science, Naval Post-
graduate School, Monterey, CA 93943, USA.

E-mail address: slgarfin@nps.edu (S. Garfinkel).

ava i lab le a t www.sc iencedi rec t .com

journa l homepage : www.e lsev ie r . com/ loca te /d i in

1742-2876/$ – see front matter ª 2009 Digital Forensic Research Workshop. Published by Elsevier Ltd. All rights reserved.
doi:10.1016/j.diin.2009.06.016
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#1  
Innovating with open source
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Stream-Based Disk Forensics: 
Scan the disk from beginning to end; do your best.

1. Read all of the blocks in order.
2. Look for information that might be useful.
3. Identify & extract what's possible in a single pass.

8

0 1TB 3 hours, 20 min 
to read the data

NPS Presentation from 
2011-06-14

http://www.flickr.com/photos/kevincollins/38513145/sizes/o/in/photostream/


bulk_extractor splits the disk into 16M “pages” (blocks) and 
processes each page independently.

This finds obvious email addresses in bulk data:
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NPS Presentation from 
2011-06-14



bulk_extractor examines every byte to see if it is the 
beginning of an “encoded” region.

Once the region is found, it’s decoded, then processed.

This “optimistic” approach also recovers data from fragments of 
files.
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0-15M

XYZ@COMPANY.COMscan_email

THREAD1

zlib?

scan_emailRAR?

scan_emailHIBER?

scan_emailBASE64?

NPS Presentation from 
2011-06-14



In 2011, 
I didn’t stress that bulk_extractor was open source. 

 
Open source was critical to bulk_extractor’s success.
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Because bulk_extractor was open source, it was widely adopted

12



Students saw that open source made innovation easier!
(About half of these videos were created by students)

13



Students saw that open source made innovation easier!
(About half of these videos were created by students)

13



14



I used bulk_extractor as a platform for innovation and entrepreneurship.

2012 — Statistical sampling breakthrough
 US Patent 8,433,959 granted April 30, 2013

By 2016 bulk_extractor was
 FBI approved tool
 Incorporated into two products — one commercial, one GOTS 

(government-off-the-shelf).
 Widely used in digital forensics education.
 Incorporated into multiple digital forensics boot DVDs.

Bulk_extractor — helped teach students to innovate
 Showed students how to introduce advanced technology into US 

Government agencies that were resistant to change.
 Provided a testbed for students to develop their own modules.
 Showed how to pitch sponsored research and transition it to the field.

15

October 1, 2012 
https://crcs.seas.harvard.edu/event/simson-l-garfinkel-digital-forensics-innovation-searching-terabyte-data-10-minutes 

https://crcs.seas.harvard.edu/event/simson-l-garfinkel-digital-forensics-innovation-searching-terabyte-data-10-minutes


bulk_extractor is an important tool in digital humanities.
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#2  
Innovating with open data
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Creating, maintaining and distributing open data became another aspect of 
teaching entrepreneurship. 
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Digital forensics research and education had a data problem in 2009.

Digital forensics practitioners must be able to
 analyze any digital data,
 from any computer, 
 that has ever been used, 
 anywhere.

The data problem: getting data that are ecologically valid
 representative of the diversity of systems found on computers collected by law enforcement and defense practitioners.
 complex enough to present students and researchers with more than toy problems.
 simple enough that the problems can be solved in hours or days, rather than weeks or months.

The solution
 Get students to create complex scenarios as a learning exercise.
 Allow free downloads of the dataset.
 Track usage through the “teacher’s solutions.”

19



I created the Digital Corpora —   
a collection of complex digital artifacts for forensics education and tool testing.

https://digitalcorpora.org/ 

Initial funding:
 NIST/NPS Inter Agency Agreement
 NSF Grant No. 0919593  

Today:
 Scenarios and data contributed by cybersecurity programs  

and practitioners all over the world
 Corpus hosting by Amazon’s Open Data Sponsorship Program

20



The corpus has many scenario-based digital artifacts.

Complex, deep datasets
 Scripted scenarios.
 Multiple characters with clearly defined motivations
 Specific challenges for the investigator to uncover
 Multiple problems that require different levels of skill and analysis to solve
 Created in “real-time” over weeks or months
 “Teachers guides” and “solutions” are available for many of the datasets.

Multi-modality
 Disk images
 Cell phone images
 Memory dumps
 Log files from servers
 Packet dumps (wiretaps)

21



A few scenarios in the corpus available for download

A “Lone Wolf” who becomes self-radicalized on YouTube and plans a school shooting.
 He was turned in by his brother.
 You have the laptop
 https://downloads.digitalcorpora.org/corpora/scenarios/2018-lonewolf/ 

A macOS/iOS terrorist recruitment scenario with multiple personas and international travel
 Picked up by FBI
 You have the Mac and iPod Touch backup
 https://downloads.digitalcorpora.org/corpora/scenarios/2019-tuck/ 

A planned defacement of art at the DC National Gallery by a direct action group, combined with 
a nasty divorce proceeding.
 You have disk images, phone images, captured packets, and a bungled wiretap
 https://downloads.digitalcorpora.org/corpora/scenarios/2012-ngdc/ 

+ many others contributed by educators around the world.
22

https://downloads.digitalcorpora.org/corpora/scenarios/2018-lonewolf/
https://downloads.digitalcorpora.org/corpora/scenarios/2019-tuck/
https://downloads.digitalcorpora.org/corpora/scenarios/2012-ngdc/


Constructed, scenario-based artifacts are better for research and education.

No privacy-sensitive data! No PII!
 Computer users are not real people, they are personas

No pornography! No illegal content!
 We know that there’s no pornography in the data
 Especially an issue with students under 18 years old

No child exploitation scenarios!
 CSAM scenarios are a big turn-off!

There are solutions!
 Solutions are distributed on the website as encrypted PDFs
 Decrypt keys are available on a case-by-case basis to  

faculty at accredited institutions, law enforcement, and partners
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GOVDOCS1M — The first ecologically valid “files” corpus.

Developed in 2008, a corpus of 1 million files downloaded from US Government web servers.
 US Government websites to avoid copyright issue.

Includes:
 Image formats (JPEG, TIFF, PNG, etc)
 Document formats (PDF, MSOffice)
 Text files
 Log files
 SQL dumps

At the time, this let me teach…
 Approaches for working within the copyright law
 How to handle legal missteps 
 Scientific principles of reproducibility 

… by sharing the issues with students

24

(one of many research articles have used the corpus.)



GOVDOCS was the seed for the DARPA SafeDocs program

Goal of SafeDocs: build an exploit-proof PDF reader using formal methods.

When SafeDocs shut down, DARPA donated  
8M PDFs to the Digital Corpora
 SafeDocs became open data!

We now have 24TB of data…
 We had to be entrepreneurial in dealing with storage requirements!
 Today we are hosted by Amazon’s Open Data program.
 With minimal copyright and privacy issues, this Internet snapshot can power the creation of tools for the digital humanities.

25
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Digital Corpora: Educational Impact

Solutions to the scenarios are distributed as an encrypted PDF.
Faculty can request the decryption key; so far over 325 have.
We surveyed those requesting the key;  92 completed our survey.

26

Digitalcorpora

Simson Garfinkel

November 2022

1 Introduction

2 Survey

We sent Qualtrics survey invitations to 325 individuals who had requested the
decryption passphrase for the Digital Corpora teacher’s solutions. Of those, 100
individuals started the survey and 92 completed, meaning that 28.3% of those
requesting solutions completed our survey.

87/93 remembered requesting the solutions.
How did you learn about the digitalcorpora.org website?
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For which did you download a teacher’s guide?

Guide Count
Lone Wolf Scenario 55
M57 patents 51
Nitroba university 34
DC art gallery 12
Narcos 3
M57 Jean 1

Are you familiar with CFReDS?

Not familiar 35
Yes, Discovered with Google 28
Yes, from a blog 12
Yes, from a colleague 11
Yes, from a textbook 9
Yes, teacher’s guide 1
Yes, from ASEE 1
Yes, from nDiscord 1
Yes, been using for years 1

CFReDs search features you found helpful:

Search bar 36
Google 26
Browse by tag 24
Browse by full taxonomy 21
Browse by date 11
Browse by author 5

Respondents would like to see:

• More practical exercises

• More netric tra�c

• IOT images, especially those involving cybercrime (multiple requests)
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Datasets were used for education, tool testing, and a little research…

27

• Short scenarios that can be walked through in a single training session

• Challenges

• Datasets involving applications such as email, browser reconstruction, chat
analysis, WhatsApp, telegram and other non-native messaging aps

• Newer operating systerms

• Newer smart phone forensics

• Automotive data (multiple requests)

• System logs

• Server-focused datasets, including account compromise through a web
server

• stylometric and icongraphic datasets

• Modern business cloud storage applications

• modern browser forensics

• more up-to-date scenarios

• RAM infected with malware

• current Windows operating systems

• fake news

• Fake Twitter

We used the datasets for:

Education and Training 81
Tool testing 22

R&D for new tools and features 13
Practice to prepare for casework 11

Proficiency testing 9
Research on DF investigative practices 1

Analysis and exploratory research 1
Of our resondents, 60 downloaded the data themselves, 30 had them down-

loaded by others. One respondent said that they downloaded 2 cases but did not
use them because of the duration of their class and the “huge file size.” Another
wrote, “I ended up not using the data, but the scenario was inspirational for
me in creating my exercise.”

Of the 84 respondents answering the question “Did you distribute the so-
lutions to students,” 76 said they had not, 6 said they had, and 2 did not
remember.
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The digital corpora project also teaches innovation and entrepreneurship.

Developing scenarios that will be useful to others.

Planning and executing a complex project.

Quantifying the impact

 Woods, Kam, Christoper Lee, Simson Garfinkel, Extending Digital Repository Architectures to Support Disk Image Preservation 
and Access, JCDL 2011, June 13-17, 2011, Ottawa, Canada.

 Woods, K., Christopher Lee, Simson Garfinkel, David Dittrich, Adam Russel, Kris Kearton, Creating Realistic Corpora for Forensic 
and Security Education, 2011 ADFSL Conference on Digital Forensics, Security and Law
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My career is a testament to the power of open source and open data.

Career #1: Science writer (1985-)
 Newspapers, Magazines, Books
 Most recently: History of computing — Technology Review & CACM

Career #2: Entrepreneur (1992-)
 SGAI 1992-1993 — Commercialized AI approach from MIT Media Lab
 Vineyard.NET 1995-2002 — ISP on Martha’s Vineyard
 Sandstorm Enterprises — 1998-2001 — 
 Broadband2Wireless — 2000-2001

Career #3: CS Researcher (1985-87, 90-91, 2002-)
 MIT Media Lab 1985-1987, 90-91
 MIT PhD  2003-2005
 Harvard SEAS CRCS — 2005-2006
 Naval Postgraduate School — 2006-2014
 NIST — 2015-2016

Career #4: Government Innovation
 US Census Bureau — 2017-2021 — Differential privacy 
 US DHS — 2021-2022 — DHS Data Inventory

29

Open data and free access to historical archives 
powers all of my journalism & historical work.

Open source policy got my code out of MIT.

Open source software was critical  
for the success of Vineyard.NET and Sandstorm.

Open source policies within the US Government made 
it possible to rapidly transition software from my lab to 

DOD, FBI, Secret Service, and other government 
agencies.

Open source and open data policies made it easy to 
share code and data with the American people.

I use open source and open data to teach innovation and how to be entrepreneurial.



Beware the support tail 
Beware the sunk cost fallacy 
Don’t over-estimate your customers  
Don’t be greedy

Traps
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Trap — Beware the support tail

Early advice (bad): “You don’t want to have users.”
 Actually, you do.
 You don’t want to have users who demand support

Avoid this trap: You don’t want to support your users — you want your users’ support.
 Get more people involved
 Clearly distinguish research & deployment
 Plant the seeds for self-sustaining mutual support networks
 Delegate, delegate, delegate — innovation requires delegation
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Trap — Beware the sunk cost fallacy

“The reason that God was able to create the world in seven 
days is that he didn't have to worry about the installed base.”

Things that get in the way of innovation:
 Existing code-base
 Deep expertise in tech stacks no longer in vogue*

Example — Apple iPhoto & Aperture
 2002 - 2015 — iPhoto was Apple’s primary digital photo application
 2005 - 2014 — Aperture was Apple’s “professional” ($$$) photo editor
 2015 — Apple killed both; replaced with Photos
 Photos was — less complex, integrated w/ iPhone and iCloud
 Cleaner Photos made possible more innovation

Avoid this trap: Never be afraid to start over
—a.k.a. “kill your darlings.”
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Although designed specifically for people who invest 
capital in new ventures, the diagnostic can also be used 
just as effectively by those whose investments come 
chiefly in the form of time, energy, and imagination. In 
fact, anyone contemplating joining a startup—or consid-
ering whether to stay with one—can read the diagnostic 
and answer the questions to determine whether the com-
pany they have in mind is in reasonably good health.

There are, of course, hundreds of different ways for 
new ventures to fail. This article describes a few of the 
particularly common forms of organizational dysfunc-
tion, with reference to the Bell-Mason Diagnostic to help 
frame each example.    

High-Tech Ventures1 offers a more comprehensive view 
of the Bell-Mason Diagnostic for those looking for tools 
to measure the health of a startup organization over 

time. The Venture Impera-
tive2 describes the much 
more difficult challenges 
involved in creating new 
ventures from within 
larger organizations. Both 
books define key heuristics 
for successful ventures and 
then use them to describe 
operational patterns often 
indicative of impending 
failure.   

THE BELL-MASON 
DIAGNOSTIC
The Bell-Mason Diagnostic 
assesses the health of an 
enterprise at four critical 
stages of organizational 
development (which, not 
surprisingly, are closely 
related to similar stages in 
the much more familiar 
product-development 
cycle):
1. Concept
2. Seed
3. Product development 
4. Market development 

These four stages cor-
respond to key product, 
market, and corporate 
development milestones—

3

4

2

1

This relational graph shows the status of an ideal startup at the conclusion of each 
of its four stages of growth. Each core dimension of activity is shown as a spoke in 
the graph, with the spokes separated by 30 degrees. Answers to sets of questions 

pertaining to each of the 12 dimensions are scored, and those values change (or 
“evolve”) from the center of the circle to its circumference as the company progresses 
through its four stages of growth. Each of those stages is represented by one of the 

concentric circles radiating out from the center. FI
G

 1
 

or SWIM
SINK 

Know when it’s time to bail

Gordon Bell. 2003. Sink or Swim: Know When It’s Time to 
Bail: A diagnostic to help you measure organizational 
dysfunction and take action. Queue 1, 9 (December/January 
2003-2004), 60–67. https://doi.org/10.1145/966789.966806 

https://doi.org/10.1145/966789.966806


Trap — Don’t over-estimate your customers (users)

2005 — I developed “cross-drive analysis” (CDA)
 Technique for finding hard drives & cell phones used by criminals in an investigation.
 Based on correlating identifiers (email, credit card #, etc.) between devices.
 Uses TF-IDF

2008 — I’m describing the power of CDA to a potential user.
 Me:

—We extract all of the phone numbers and email addresses from the drives.
—We put them in a massive database.
—We run this O(n2) algorithm
—We use TF-IDF

 Customer:
—You can extract phone numbers and email addresses from a drive automatically?’

 Deploying automatic extraction at scale was transformative. 

Avoid this trap: match your customer’s technology readiness level.
33

Cross Drive Analysis is a new approach

Most Important Drives

Previously Unknown Social Network

Probable Network Member

CDA automatically identifies patterns and relationship in data by 
correlating pseudounique information.

CCN1

CCN2

CCN3

CCN4

CCN5

CCN6

...

CCN1

CCN2

CCN3

CCN4

CCN5

CCN6

...

10,000 CCNs

6,000 CCNs

300 CCNs

400 CCNs

500 CCNs

35 CCNs in common!

What would it mean if two drives 

had a lot of credit card numbers in common?

Slides from 2005 presentation



Trap — Don’t be greedy

Academic credit — be generous with authorship.
 Instead of listing students in acknowledgements, work to make them co-authors!
 I have multiple masters’ students, undergrads, and 1 high school student as co-authors.
 Engaging with these students about the work is a great way to come up with new ideas.

—The best new ideas are conceptual, rather than incremental.

Academic work — seek out co-authors
 Of my 18 books, 15 have co-authors
 My “favorite” books all have co-authors

Innovation requires multiple POVs

Avoid this trap: Give credit, lower prices, exert less control.
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Know your customer 

Pursue extreme usability 

Design and build for maintainability 

Collaborate for scale 

Teaching innovation by innovating 

Techniques

35



#1  
Know your customer
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Technique — Know your customer

You’ve got a great idea — now what?

Product Market Fit (PMF) — What stands out in the lab is rarely what the market needs.
 “Market” — Customers with money / Users with a need / Government agencies with a need 

Market research is critical.

Surprisingly, many would-be “innovators” people don’t do this:
 Inventor / Entrepreneur has a great idea and goes out to find a market.
 “Build it and they will come” does not always work.
 Losing money to build market share only works if you can pivot and start making money.

—The success of Google, Facebook, Tesla, and others makes it hard to see all of the similar companies that failed.

How to teach PMF? Eyeball interviews (something I learned in journalism school)
 Go out and talk to people. In person. 
 This is terrifying for many students!
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The bulk_extractor market research study

Bulk_extractor was 20 years in the making. It was not the tool that I planned to create!
 In 1991 I developed SBook, a free-format address book for NeXT computers (pre-cursor to MacOS X).

 SBook used “Named Entity Recognition” to find addresses, phone numbers, email addresses while you typed.

1:  Getting Started with SBook

SBook: Simson Garfinkel’s Address Book 5

SBook has several features that make it especially easy to type in a new entry:

• When a new entry is created, its name is selected and highlighted.  Just start typing
the name of the new entry to replace the dummy name.  As you type, the name will
appear simultaneously in the display and the matrix above.

• After you type the name and hit return, SBook automatically selects and highlights
“Address” on the template so that you can immediately begin typing in the address
font.

• Type as many addresses and phone numbers as you like.  Whether you are typing
new information or editing old information, SBook places address and phone
icons automatically, in all the right places, while you type.

Deleting entries
You can delete one or several entries from an SBook file by selecting the names of the
entries that you want to delete in the matrix, and then choosing Edit>Delete entry
(command-D).  An alert panel will appear on the screen asking you to confirm that you
really want to delete the entries.

Click YES (the default) to delete the entries, and NO to cancel the request for deletion.

If there is only one entry, the
panel will refer to it by name.

If there are several entries, the panel will
warn you how many you are about to delete.
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In 2003, I bought 200 used hard drives

The goal was to find drives that had not been properly sanitized.

First strategy:
 DD all of the disks to image files
 run strings to extract printable strings.
 grep to scan for email, CCN, etc.
—VERY SLOW!!!!
—HARD TO MODIFY!

Second strategy:
 Use SBook approach!
 Read disk 1MB at a time
 Pass the raw disk sectors to flex-based scanner.
 Big surprise: scanner didn’t crash!
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Simple flex-based scanners required substantial post-processing to be useful

Techniques include:
 Additional validation beyond regular expressions (CCN Luhn algorithm, etc).
 Examination of feature “neighborhood” to eliminate common false positives.

The technique worked well to find drives with sensitive information.
.

0

200

10, 000

20, 000

30, 000

40, 000
Unique CCNs

Total CCNs
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Between 2005 and 2008,  
I interviewed law enforcement officers regarding their use of forensic tools.

Law enforcement officers wanted a highly automated tool for finding:
 Email addresses
 Credit card numbers (including track 2 information)
 Search terms (extracted from URLs)
 Phone numbers
 GPS coordinates
 EXIF information from JPEGs
 All words that were present on the disk (for password cracking)

41
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I also learned about their requirements for the user experience.

The tool had to:
 Run on Windows, Linux, and Mac-based systems
 Run with no user interaction
 Operate on raw disk images, split-raw volumes, E01 files, and AFF files
 Allow user to provide additional regular expressions for searches
 Automatically extract features from compressed data such as gzip-compressed HTTP
 Run at maximum I/O speed of physical drive
 Never crash
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Starting in 2008, I made a series of limited releases.

 January 2008 — Created Subversion Repository
 April 2010 — Initial public release - 0.1.0
 May 2010 — Initial multi-threading release - 0.3.0

—Each thread runs in its own process
 Sept. 2010 — Stop lists - 0.4.0
 Oct. 2010 — Context-based stop-lists - 0.5.0
 Dec. 2010 — Switch to POSIX-based threads — 0.6.0
 Dec. 2010 — Support for Windows HIBERFIL.SYS decompression — 0.7.0
 Jun. 2010 — First 1.0.0 Release

Tool capabilities result from substantial testing and user feedback.
Moving technology from the lab to the field was challenging:
 Must work with evidence files of any size and on limited hardware.
 Users can't provide their data when the program crashes.
 Users are analysts and examiners, not engineers.
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A bulk_extractor  
Success Story

http://www.sanluisobispovacations.com/

NPS Presentation from 
2011-06-14

http://www.sanluisobispovacations.com


City of San Luis Obispo Police Department, Spring 2010

District Attorney filed charges against two individuals:
 Credit Card Fraud
 Possession of materials to commit credit card fraud.

Defendants:
 Arrested with a computer.
 Expected to argue that defends were unsophisticated and lacked knowledge.

Examiner given 250GiB drive the day before preliminary hearing.
 Typically, it would take several days to conduct a proper forensic investigation.
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bulk_extractor found actionable evidence in 2.5 hours!

Examiner given 250GiB drive the day before preliminary hearing.

Bulk_extractor found:
 Over 10,000 credit card numbers on the HD (1000 unique)
 Most common email address belonged to the primary defendant (possession)
 The most commonly occurring Internet search engine queries concerned credit card fraud 

and bank identification numbers (intent)
 Most commonly visited websites were in a foreign country whose primary language is 

spoken fluently by the primary defendant. 

Armed with this data, the DA was able to have the defendants held.
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Faster than conventional tools. 
Finds data that other tools miss.
Runs 2-10 times faster than EnCase or FTK on the same hardware.
 bulk_extractor is multi-threaded; EnCase 6.x and FTK 3.x have little threading.

Finds stuff others miss.
 “Optimistically” decompresses and re-analyzes all data.
 Finds data in browser caches (downloaded with zip/gzip), and in many file formats.

Presents the data in an easy-to-understand report.
 Produces “histogram” of email addresses, credit card numbers, etc.
 Distinguishes primary user from incidental users.
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Faster than conventional tools. 
Finds data that other tools miss.
Runs 2-10 times faster than EnCase or FTK on the same hardware.
 bulk_extractor is multi-threaded; EnCase 6.x and FTK 3.x have little threading.

Finds stuff others miss.
 “Optimistically” decompresses and re-analyzes all data.
 Finds data in browser caches (downloaded with zip/gzip), and in many file formats.

Presents the data in an easy-to-understand report.
 Produces “histogram” of email addresses, credit card numbers, etc.
 Distinguishes primary user from incidental users.
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This is the primary thing that mattered.

NPS Presentation from 
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So why was bulk_extractor a success?

Open source  ⬅  Not the whole story!
 Government users could download it from the Internet and use it immediately.

—Existing authorities allowed for open source digital forensics tools to be used on specific systems.

Plug-in architecture ⬅  Not the story at all
 Allowed students to create modules for student projects.
 Successful projects could be adopted into the main branch.

Delivered results that no other program could deliver
 Recursive analysis of coded and compressed data.
 Recovery of data from file fragments.

Did not compete with existing software — and other software did not compete with it!
 Because it was free, the only cost to using bulk_extractor was time and computational resources.
 Eliminates the need to implement a complete forensic stack — BE does not compete with existing tools.

—In fact, at least one existing tool incorporated BE into its analysis pipeline.

Super easy-to-use!
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#2  
Extreme Usability
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Technique — Pursue extreme usability

Most bulk_extractor requirements from my study were usability requirements:

Other usability requirements:
 Run “out of the box” with no training and no configuration.
 Run with no user interaction — A “get evidence” button
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The tool had to:
 Run on Windows, Linux, and Mac-based systems
 Run with no user interaction
 Operate on raw disk images, split-raw volumes, E01 files, and AFF files
 Allow user to provide additional regular expressions for searches
 Automatically extract features from compressed data such as gzip-compressed HTTP
 Run at maximum I/O speed of physical drive
 Never crash



Technique — Pursue extreme usability

What is “extreme usability”
 Look for what’s great, and replicate it.
 Look for what can go wrong, and ensure it never happens.
 Go beyond user experience and “consider enterprise usability”
 “Discover unmet needs”
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Usability goes everywhere — so does accessibility.

All materials should be available and accessible. 
 Open source data helps!
 My book on quantum computing is Open Access (next book is also open access)

Design for accessibility:
 Materials should work with screen readers.
 Do not make assumptions about the ability of to students to see, hear, walk, etc.
 Understand how everyone on a team makes their contribution.
 Model this for students — it’s an important skill for entrepreneurs. 
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#3  
Design and build for maintainability
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Technique — Design and Build for Maintainability

Approaches for maintainability
 Correctness
 Clean, modular design
 Documentation
 Identify code that is untested and dead.
 Attention to non-technical issues — copyright, patents, privacy practices, etc.

Innovation requires maintainability
 Technical debt — without maintainability, the cost of adding new functionality steadily rises.
 Clean documentation makes due-diligence easier and faster
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Design and build for maintainability
Case Study — the 2020 Disclosure Avoidance System
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#4  
Collaborate for Scale
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Technique — Collaborate whenever you can 

Students —

Faculty —

Businesses —

People in Government—

Collaboration is about the flow of ideas, not the flow of money or other resources.
—And don’t be greedy.
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#5  
Teach innovation by innovating
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Teaching innovation by innovating

“Advanced Computing for the Digital Humanities”
 Deploying private set intersection (PSI) to find connections between closed collections.
 Radically improving OCR for older texts.
 Large language models for ancient texts.

—The most innovative and transformative classes are research classes!
—Digital humanities is an intelligence problem!

“Moving ideas from the lab to the marketplace” — case studies and student projects.
 Projects with which I’ve been personally involved — digital forensics, and differential privacy and the 2020 Census.
 Companies started and run by people in my network.
 Case studies that are both historically important and relevant to SEAS (e.g. MITRE, Digital Equipment Corp., etc)

“Open Source Intelligence”
—aka “advanced web-scraping”
—aka “data fusion with online information”

 How do to it. Systematically. Bringing order to the world of online information
 Natural language processing, AI, scale, cloud processing, authentication, user interface — this course has it all!
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Q1 — The installed base. 
Q2 — The cost of innovation.

Questions (for you)
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Question: When is it okay for an innovator to break their installed base?

From: Stuart Feldman <...@google.com> 
Date: Mon, 20 Apr 2015 at 15:51 
Subject: Re: make versus tabs 
To: Michael Stillwell <...@google.com> 

Story is only partly true. 

I used tabs because I was trying to use Lex (still in first 
version) and had trouble with some other patterns. 

(Make was written over a weekend, rewritten the next weekend ...) 

So I gave up on being smart and just used a fixed pattern (^\t) 
to indicate rules. 

Within a few weeks of writing Make, I already had a dozen friends 
who were using it. 

So even though I knew that "tab in column 1" was a bad idea, I 
didn't want to disrupt my user base. 

So instead I wrought havoc on tens of millions. 

I have used that example in software engineering lectures. 

Side note: I was awarded the ACM Software Systems Award for Make 
a decade ago.  In my one minute talk on stage, I began "I would 
like to apologize". The audience then split in two - half started 
laughing, the other half looked at the laughers. 

A perfect bipartite graph of programmers and non-programmers. 

https://beebo.org/haycorn/2015-04-20_tabs-and-makefiles.html
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Stu Feldman, author of ‘make’

https://beebo.org/haycorn/2015-04-20_tabs-and-makefiles.html


Question — Is it “innovation” when you spend 4 years updating a code base?

Modern code base (C++20) • extensive unit tests (from 0% to  50% code coverage)  
improved threading model 

This creates an infrastructure for future innovation.
62
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Updating bulk_extractor for the 2020s.

BY SIMSON GARFINKEL AND JON STEWART

Sharpening 
Your Tools

D I G I TA L FOR E NSI CS  (D F)  is a fast-moving field with 
a huge subject area. A digital investigator must be 
able to analyze “any data that might be found on any 
device anywhere on the planet.”12 As such, developers 
must continually update DF tools to address new file 
formats, new encoding schemes, and new ways that 
the subjects of investigations use their computers. At 
the same time, tools must retain the ability to analyze 
legacy data formats—all of them, in fact.

Most DF tools run on consumer desktop operating 
systems, adding another layer of complexity: These 
operating systems are also continually evolving. 
Analysts must update and upgrade their systems, lest 
they risk compromise by malware, which decreases 
productivity and can discredit an analysis in court. 
This is true even for workstations that are “air gapped” 
(not connected to the Internet), since malware in 
evidence can exploit bugs in forensic software.19 

Surprisingly, open source forensic tools distributed 
as source code face a greater challenge when the 
underlying operating system is upgraded: Software 

compatibility layers typically empha-
size compatibility for the application 
binary interface (ABI), not source code. 
Software compiled from source must 
cope with upgraded compilers, librar-
ies, and new file locations. As a result, 
older open source software frequently 
does not run on modern systems with-
out updating. One way around this 
problem is to run the old software in-
side a virtual machine—but older virtu-
al machines won’t be protected against 
modern malware threats.

One advantage of open source soft-
ware is the end user has the source code 
and is therefore able to update the ap-
plication (or pay for a programmer to 
update the application). In practice, 
many users of DF tools lack the exper-
tise, financial resources, and time to up-
date the collection of open source tools 
they rely upon to do their jobs. Instead, 
that task falls upon tool developers, 
who must simultaneously cope with es-
sential changes in DF best practices as 
well as in operating systems, compilers, 
and libraries, while avoiding inadver-
tent changes to important functional-
ity. Developers must also resist the urge 
for aggressive rewrites that add new 
expansive functionality, lest they suc-
cumb to the “second-system effect.”5

This article presents our experience 
updating the high-performance DF tool 
BE (bulk _ extractor)16 a decade af-
ter its initial release. Between 2018 and 
2022, we updated the program from 
C++98 to C++17. We also performed a 
complete code refactoring and adopted 
a unit test framework. 

The new version typically runs with 
75% more throughput than the previ-
ous version, attributable to improved 
multithreading. This article provides 
lessons and recommendations for oth-
er DF tool maintainers. All developers 
can benefit from the detailed discus-
sion of how embracing features in the 
C++17 standard and modern software 
engineering practices can improve the 
correctness, reliability, and throughput 
of forensic software. Businesses and 
funding agencies can use this experi-
ence to help justify the substantial cost 
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ple I/O model (sequential reads) and 
in-memory analysis. As a result, BE rou-
tinely uses all the cores of a multicore 
workstation.

Another distinguishing aspect of 
BE is it performs recursive reanalysis 
of data blocks. BE checks every byte to 
see if it is the start of a stream that can 
be decompressed or decoded; if so, the 
resulting bytes are then recursively re-
analyzed. Thus, BE’s JPEG carver finds 
not just ordinary JPEGs, but those that 
are in GZIP-compressed data and those 
that are in Base64 MIME (Multipurpose 
Internet Mail Extensions) attachments. 
The combination of decoding data re-
cursively and recognizing interesting 
data without regard to file-system struc-
ture makes BE a powerful tool that com-
plements traditional forensics tools.

Because BE ignores file boundar-
ies, the modules it uses to recognize 
content, called scanners, are typically 
more complex than the format decod-
ers (sometimes called dissectors) in oth-
er forensic programs. Of course, each 
scanner checks the input to every field 
before using it for memory references. 
But BE scanners also check for end-of-
memory conditions since a scanner 
may be operating on a fragment of a 
decompressed memory block. Since 
BE processes memory in parallel, with 
each block in a different thread, all 
scanners must be reentrant. 

Some of the program’s most impor-
tant scanners are large lexical analyzers 
written in GNU flex (fast lexical analyz-
er generator)10 that scan bulk data for 
email addresses, phone numbers, MAC 
(media access control) addresses, IP ad-
dresses, URLs, and other kinds of for-
matted text strings (sometimes called 
selectors18). The approach of using GNU 
flex for this purpose was first used by 
SBook14 to recognize email addresses, 
phone numbers, and other formatted 
information in free-text address book 
entries, meaning that some of the code 
in BE is now 30 years old. 

History. The BE approach for bulk 
data analysis was first deployed to find 
confidential information on a set of 
150 hard drives purchased on the sec-
ondary market.17 The program was re-
fined and made multithreaded to keep 
up with the increased number of hard 
drives and other storage devices col-
lected during the construction of the 
Real Data Corpus.15 A study revealed 

of updating and even rewriting DF tools 
that appear to be working properly. Stu-
dents can benefit from reading this ar-
ticle and then consulting the BE source 
code, which can be found on GitHub.

Background
A typical DF examination involves five 
steps: policy and capability develop-
ment; evidence assessment; evidence 
acquisition; evidence examination; and 
documentation and reporting.20 BE as-
sists in the evidence examination stage.

There are many kinds of evidence 
examination tools. File-extraction tools 
use metadata to extract individual files 
from disk images and network streams; 
file-carving tools attempt to recognize 
files within bulk data, such as disk im-
age and product files, based solely on 
content recognition; file-analysis tools 
understand file formats and attempt 
to extract information (often known as 
artifacts), such as text and Microsoft Of-
fice file metadata.

BE does not fit neatly into these 
categories. Instead, it was designed to 
be a so-called “find evidence button.” 
It is like a file-carving tool in that it at-
tempts to recognize known formats in 
bulk data and use that data in further 
processing. In addition to recognizing 
files, such as JPEG images, BE recog-
nizes smaller “features,” such as the 
EXIF (exchangeable image file) meta-
data within a JPEG image, or even an 
email address within an EXIF field. BE 
can also identify other kinds of identity 
information, such as URLs and credit 
card numbers: Such information has 
proven to be quite valuable in investi-
gations. BE also examines every input 
block to see if it contains directory entry 
structures for the File Allocation Table 
32 (FAT32) and New Technology File 
System (NTFS) and, if any are found, re-
ports the decoded metadata. 

Overall, BE handles dozens of data 
formats, all at the same time. The pro-
gram then constructs normalized Uni-
code histograms of important strings, 
such as email addresses and Internet 
search queries. Experience has shown 
that this “kitchen-sink” approach—
throwing every tool at every byte—finds 
data that other tools miss, data that can 
be important in investigations. While 
such analysis is computationally expen-
sive, it is embarrassingly parallel. 

BE also exploits an exceedingly sim-

BE is a successful 
tool in education 
undoubtedly 
because it is easy 
to use; runs on 
Windows, Mac, and 
Linux platforms; 
and finds a variety 
of forensic artifacts.


