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Administrivia

• Last lecture today!

• Next week, project presentations - looking forward to them

• Q08 has been posted - will update the due date

• Q10 (scalable machine learning) and Q11 (today) will be posted tomorrow

• A5 grading will be completed by the end of the week


Data streams, Spark Streaming, Kafka

Demo/Lab

Break

GraphX on Spark

Demo/Lab

Time for Q&A about anything else of interest

Agenda
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We've used:

• Hadoop MapReduce


—Streaming with mrjob 
• Spark


Datasets have been static, as have been computations and analysis

Up until now, it's been batch processing on static datasets
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Streaming data is a continuous group of data records generated from sources 
like sensors, server traffic and online searches

• user activity on websites

• monitoring data

• server logs

• event data


Streaming data processing helps with:

• live dashboards

• real-time online recommendations

• fraud detection

What is a data stream?
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Computations on certain metrics on streams can be challenging because of 
the need to iterate over the entire dataset.

• Quantiles: need to sort the data

• Mean = sum of values / count (all data)


When we add a new item to the stream, we increment the count


Challenges with stream computations 

 6

1Name of Section

08

visual identity guidelines

08

Massive Data Fundamentals



Case study: Conviva, Inc


Conviva helps top broadcasters, operators, and content owners 
experience excellence and create more profitable streaming businesses with 
their products


They needed to process real-time monitoring of online video metadata.


Two processing stacks:

• Custom built distributed stream processing system


—1000s of complex metrics on millions on video sessions 
—Required many dozens of nodes for processing 

• Hadoop backend for offline analysis

—Generating daily and monthly reports 
—Similar computation requirements as streaming system

Before Spark Streaming
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Because of the custom stream processing and separate batch processing:


• Twice the effort to implement any new function

• Twice the number of bugs

• Twice the headache

Twice the effort for live streaming data
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Scalable to large clusters


Second-scale latencies


Simple programming model


Integrated with batch and interactive processing


Efficient fault-tolerance in stateful computations

Requirements for stream processing
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Traditional streaming systems have an event-
driven record-at-a-time processing model:

• each node has mutable state

• for each records, update state and send new records


State is lost if node dies


Stateful stream processing
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Extension of core Spark API that makes it easy to build fault-tolerant 
processing of real-time data streams

What is Spark Streaming

 11

1Name of Section

08

visual identity guidelines

08

Massive Data Fundamentals



 12

1Name of Section

08

visual identity guidelines

08

Massive Data Fundamentals



 13

1Name of Section

08

visual identity guidelines

08

Massive Data Fundamentals



 14

1Name of Section

08

visual identity guidelines

08

Massive Data Fundamentals



 15

1Name of Section

08

visual identity guidelines

08

Massive Data Fundamentals



DStream Operations
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Spark Streaming in the Spark Ecosystem
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http://spark.apache.org/docs/latest/streaming-programming-guide.html

More Spark Streaming operations
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http://spark.apache.org/docs/latest/streaming-programming-guide.html


We will see a demo of a Kafka producer and a Kafka consumer in real time.


• Kafka producer: a producer of data stream

• Kafka consumer: a consumer of data stream


Streaming data generation demo
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A spark streaming job, once submitted to YARN should run forever until it is 
intentionally stopped.


You cannot run a spark streaming interactively (spark-shell, Jupyter, etc.). It 
has to be done through spark-submit.

Spark streaming jobs are continuous
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Open one terminal window and connect to your cluster

Clone the class repository

Change to L11

WordCount Example 
Explore the code in L11/streaming-netword-wordcount.scala and blog-replay.scala

Open another terminal window connection to cluster (two connections)


• one will run netcat

• one will run the spark streaming job


In one terminal type:

/usr/lib/spark/bin/run-example --master local streaming.NetworkWordCount localhost 9999

In second terminal type:

nc -lk 9999

Note: I could not get this to work quite as it should on EMR. The wordcount example does seem to 
work, but you cannot see the output until you quit the streaming job. The web log example spark 
streaming job seems to run but is not generating the output table as explained in the blog post https://
aws.amazon.com/blogs/big-data/real-time-stream-processing-using-apache-spark-streaming-and-
apache-kafka-on-aws/


Lab: Run the Hello World of Spark Streaming
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https://aws.amazon.com/blogs/big-data/real-time-stream-processing-using-apache-spark-streaming-and-apache-kafka-on-aws/
https://aws.amazon.com/blogs/big-data/real-time-stream-processing-using-apache-spark-streaming-and-apache-kafka-on-aws/
https://aws.amazon.com/blogs/big-data/real-time-stream-processing-using-apache-spark-streaming-and-apache-kafka-on-aws/
https://aws.amazon.com/blogs/big-data/real-time-stream-processing-using-apache-spark-streaming-and-apache-kafka-on-aws/
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Collections of nodes/vertices (used interchangeably) and edges

Nodes represent actors/entities

• Nodes can have attributes


Edges represent relationships

• Directed/undirected

• Edges can have attributes


Many, many things are graphs

• Networks

• Relationships


Graph use cases

• Recommendations and personalization

• Fraud detection

• Topic modeling

• Community detection

• Shortest Distance

Graphs
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Representing a graph
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GraphX is Apache Spark's API for graphs and graph-parallel computation. It 
extends the Spark RDD by introducing a new Graph abstraction: a directed 
multigraph with properties attached to each vertex and edge.


GraphFrames is a graph processing library for based on DataFrames. 

What is GraphX
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Neo4j

Titan

DataStax


Other Graph Analysis Tools
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GraphX combines advantages of both data-parallel 
and graph-parallel by efficiently expressing graph 
computations within the Spark data-parallel 
framework.

• Graph-parallel: An abstraction that compactly describes graph 

algorithms and a corresponding run- time engine that efficiently 
executes these algorithms on multicore and distributed systems.


• Data-parallel: scalable data processing


The goal of the GraphX project is to unify graph-
parallel and data-parallel computation in one system 
with a single composable API. The GraphX API enables 
users to view data both as graphs and as collections 
(i.e., RDDs) without data movement or duplication. By 
incorporating recent advances in graph-parallel 
systems, GraphX is able to optimize the execution of 
graph operations.

Why GraphX?
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GraphX partitioning
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CIM: Common Information Model (xml)

Example: making hierarchical data fit a graph model
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Topology example (underground transformer)
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Raw extraction
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Parent-Child relationship
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Edge list

 37

1Name of Section

08

visual identity guidelines

08

Massive Data Fundamentals



Programmatic tracing and visualization
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Start a spark-shell or jupyter notebook with Scala kernel

Open the L11/page-rank.scala file. You can run through this line by line. This 
program runs the PageRank algorithm on YouTube online social network data.


Open the L11/connected-components.scala file. This program finds strongly 
connected vertices in the LiveJournal social network data.


Open the L11/triangle-count.scala. This program counts the number of 
triangles (groups of 3 vertices) in the Facebook social circle dataset.


All these programs read in an edge list.

Lab: GraphX Demo

 39

1Name of Section

08

visual identity guidelines

08

Massive Data Fundamentals

https://snap.stanford.edu/data/com-Youtube.html
https://snap.stanford.edu/data/soc-LiveJournal1.html
https://snap.stanford.edu/data/egonets-Facebook.html

