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ABSTRACT
Studies have repeatedly shown that users are increasingly concerned about their privacy when they go online. In response to both public interest and regulatory pressures, privacy policies have become almost ubiquitous. An estimated 77% of websites now post a privacy policy. These policies differ greatly from site to site, and often address issues that are different from those that users care about. They are in most cases the users’ only source of information.

This paper evaluates the usability of online privacy policies, as well as the practice of posting them. We analyze 64 current privacy policies, their accessibility, writing, content and evolution over time. We examine how well these policies meet user needs and how they can be improved. We determine that significant changes need to be made to current practice to meet regulatory and usability requirements.
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INTRODUCTION
Studies have repeatedly shown that users are increasingly concerned about their privacy when they go online. In a 2001 survey, 70% of respondents said they worried about their online privacy [9]. In a separate study, 69% said that they were “concerned about [online] privacy invasions and try to take action to prevent them from happening to [them]” [5]. This concern may not be unfounded. According to a recent study (91%) of U.S. Web sites collect personal information and 90% collect personally identifying information [1].

In response to public interest and regulatory pressures, privacy policies have become almost ubiquitous. The Progress and Freedom Foundation recently surveyed a sample of highly visited websites and found that 77% of those websites posted a privacy policy [1]. Website privacy policies are meant to inform consumers about business and privacy practices and serve as a basis for decision making for consumers. Not only are privacy policies important for decision making, they are often the only source of information. Policies therefore present an important challenge in terms of HCI; how to convey a lot of complicated but critical information without overwhelming users.

We know there are several common problems with policies today, including a frequent mismatch between the issues companies wish to address in their policies, and what users want to know about business practices. Part of the reason for this, and why privacy policies differ greatly from site to site is a lack regulation or industry standards. This applies both in terms of the language used in the policies and the issues they address. This lack of standardization makes it difficult to compare and contrast policies, thereby decreasing their value to users.

This issue of standards and regulations is slowly changing as different industries have become more tightly regulated in terms of privacy (e.g. Healthcare through the Health Insurance Portability and Accountability Act of 1996 (HIPAA) [15], finance through the Gramm-Leach-Bliley Act of 1999 (GLBA) [14], and the Children’s Online Privacy Protection Act of 1998 (COPPA) [13] for children).

Industry standards have also emerged in the form of privacy certification services, also known as “privacy seals.” These are run either by independent companies or...
by industry groups. By setting requirements for what policies must address to obtain certification, these services may foster better privacy policies by encouraging consistency. However, seals often say nothing about the practices specified in policies, only that a minimum amount of information has been provided and that the company does abide by their policy. A privacy seal therefore usually says nothing about whether a company’s practices are in the best interest of users, but studies show users are prone to making that assumption [3].

Given that privacy policies are everywhere and are often the only source of information about a company’s privacy practices, it is important to examine whether they meet the needs of users. In this paper we present a thorough analysis of the different aspects of policies which may affect their value to users. We present a survey of representative policies; analyze how they are posted, their content and other aspects. We compare these policies with a sample from a regulated industry (healthcare in the U.S.). When HIPAA came into effect in April, 2003 with much fanfare and controversy, one concern frequently voiced was that new requirements for privacy policies would make them more like legal contracts and less understandable to average consumers. Our sample includes policies from before HIPAA came into effect and after, allowing us to see if legislation has had an effect on the quality of policies.

We compare our findings to those of user surveys and other studies to draw guidelines for how to improve current practices. Privacy policies have been around for quite some time, and therefore have been studied before. Some studies have examined the readability of policies [8] while others have focused on the content of these policies [2]. While some of this work is usability related, little has been done on evaluating the “complete” privacy policy. Closer to home, there is a body of HCI literature on designing for privacy [12], mostly focusing on the problems associated with groupware and ubiquitous computing [4, 6, 10].

We will start by explaining our methodology, including sampling methods and evaluation methods. We then examine the accessibility aspects of privacy policies and the sites that post them. An examination of policy presentation and content follows. We then summarize and analyze the results of this study, indicating how we can improve the current practice.

METHODOLOGY
For this paper we studied two sets of websites, a set of high-traffic websites and a set of health-care websites. The first set was collected to give a sample relevant to a large number of users, which they are likely to encounter frequently. The second sample was chosen to examine the effect regulatory efforts have had on policies.

For the high-traffic sites we used the “comScore Media Metrix Top 50 U.S. Internet Property Ranking” for August 2003¹. Of these 50 websites, three were conglomerate sites with no common policy, and were therefore excluded. For the healthcare related sites we chose to use the sample studied in an earlier study of the industry [2]. This allowed us to examine how the policies had evolved over the last two years (from July 2001 to September 2003), which spanned the period when HIPAA came into effect.

Twenty-two of the original, pre-HIPAA policies were available for analysis. It was not possible to obtain the current versions of all these sites. As of September 2003 two of the healthcare websites were no longer offering publicly available privacy policies, one was no longer online, and two companies in the sample had merged. In total, 64 current policies were studied (47 from the high-traffic sample, and 18 from the health-related study, with one policy, that of iVillage, appearing in both samples). The sites studied are listed in Table 2 (The high-traffic sample) and Table 3 (the health-care sample). Where appropriate, the high-traffic and healthcare samples were combined for analysis.

Some sites split their privacy policies into multiple pages. In these cases all pages were analyzed as one continuous page, with the number of pages noted. Some sites offered software with privacy policies of their own. In these cases, only the site policy was analyzed to keep the sites in the sample comparable.

To set readability benchmarks for the policies, we had to make demographic assumptions about the Internet user population. Data on education levels and Internet use were collected from the National Telecommunications and Information Administration’s (NTIA) report of 2002 [11] on Internet use in the USA. Given that all the sampled policies were in English, and largely from U.S. companies we chose to exclude international users from our analysis. We recognize that the Internet is a global system with a large international user base, but privacy issues must be studied against a background of national or regional cultures and jurisdictional boundaries. It is important to keep in mind that a large percentage of sites are American. Therefore their privacy practices have a large global impact.

We also restricted our analysis to adult users over the age of 25. We excluded children because in the U.S. children are afforded special protection under the law. COPPA severely restricts companies from collecting information from children. We excluded adults younger than 25 because many of them are still enrolled in educational programs, and therefore present a moving target in terms of the analysis.

¹ http://www.comscore.com/press/release.asp?id=348
Finally, we will not be analyzing the content of the policies in-depth, but rather looking at certain key policy elements. For a more in-depth analysis of the content we refer the reader to [2].

**POLICY EVALUATION**

**Policy Accessibility**

Accessibility is key to usability. Unless policies are easily found and readily available to end users the quality of the policy doesn’t really matter. When we talk about the accessibility of privacy policies we are really interested in two things: First, how easy is it for users to find the policy? This is a function of where the link to the policy is placed, and how visible it is to users. Second, how easy is it to get a complete picture of the policy? This is a function of how long and how many pages the policy is spread across.

We examined the combined samples to determine how easy it is to find the policies. Of the 64 sites offering a privacy policy, we found that 55 (86%) offer a link to it from the bottom of their homepage. Three sites (5%) offered it as a link in a left-hand menu, while two (3%) offered it as a link at the top of the page. Sixty of the sites (94%), including all the health-oriented sites, offered a direct link to their privacy policy using such mechanisms; the other four sites (6%) required users to go through an intermediate page to get to the privacy policy, typically an “about us” or “help” page.

Five of the 60 sites (8%) with a direct link to the policy obscured the link through formatting. This always involved removing the typical link-underlining, and was sometimes compounded by changing the font color so it would more easily blend in with the background. Sometimes sites also placed the obscured link in the middle of a natural language sentence. Sixteen of the 60 sites (27%) with direct links offered the link in a reduced font size compared to the rest of the text on the page.

When it comes to the organization of policies and how many pages they are spread across, we found that thirteen sites (22%) split their privacy policies over more than one page. Most of these sites split the policy into two or three pages, although two sites (3%) split their policies into eight pages. Multi-page policies always had a uniform structure: one main policy page, with links to pages containing additional details or definitions. The sites with eight-page policies used three levels; the intermediate second-level pages were used to obscure significant privacy vulnerabilities (disclosure of and opt-out of web-bugs and spy-ware being one example from the sample).

**Policy Readability**

The Internet is no longer the exclusive domain of researchers and universities; it is used by people from all walks of life. According to a recent survey, 53.9% of the U.S. population is now online, and 65.6% has access to a computer [11]. As more people go online, the populations’ diversity increases to reflect that of the real world. For this reason we need to make sure that we are not creating a “digital literacy divide,” which would allow vulnerable populations to be exploited.

This notion of defending vulnerable populations from exploitation through confusing or intimidating language has strong legal backing, since legally binding agreements require the informed consent of all parties. In many jurisdictions, contracts and policies used in the insurance and banking industries for example, must meet certain readability criteria so that parties to these agreements can be assumed to have given their informed consent. The GLBA is one such piece of legislation, which also extends into the online sphere. It requires than any U.S. financial organizations’ “privacy notice […] be a clear, conspicuous, and accurate statement of the company’s privacy practices” [14].

Legal requirement for readability such as the GLBA are frequently undercut by a lack of formal definitions as to what constitutes a clear statement, or how policies should be evaluated. Given the lack of a strong formal definition, we must make some assumptions as to what can reasonably be called a clear statement, and how policies are best evaluated on this point. The remainder of this section will define the target population for these policies, and what can reasonably be expected from them in terms of reading comprehension. We will then discuss how readability may be measured, and how these readability metrics can be compared to the populations reading skills.

**Reading Comprehension & Education**

What constitutes a clear notice depends on whether it is reasonable to expect the target audience to understand it. This depends on the reading and comprehension skills of the target audience. Reading and comprehension skills in turn are closely linked to educational attainment. We know from the 2000 U.S. Census that 15.5% of the population over the age of 25 has less than a high school education, and only 26.9% of the population has a bachelor’s degree or higher [11].

Literacy and education are closely linked to income and, as computers and Internet access are still above the means of some, we can expect the online population to have a higher than average education and literacy rate. The average education of the U.S. Internet population is 14.4 years of education (approximately the equivalent of an Associate degree or two years in college), whereas the figure for the U.S. population as a whole is 13.5 years. To reflect the user population, we have used the education-level statistics for U.S. Internet users rather than that of the general population (see Table 1).

---

2 Average assumes following years: Less than high school: 11, high school: 12, some college: 14, college: 16, postgraduate: 17.
One should remember that while this is sound usability practice, it overestimates the readability of privacy policies. A legally sound assessment of informed consent to privacy policies would probably refer to the adult population as a whole. Even though adult U.S. Internet users are more educated than the average American, 28.3% of them have the equivalent of a high school education or less. As more Americans go online, the percentage of users with lower educational attainment, the most underrepresented group, will inevitably grow.

Table 1: Education Levels, U.S. Adult Population

<table>
<thead>
<tr>
<th>Educational Level</th>
<th>General Population</th>
<th>Internet Population</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># People (millions)</td>
<td>% of Total Population</td>
</tr>
<tr>
<td>Less Than High School</td>
<td>27.5</td>
<td>15.5</td>
</tr>
<tr>
<td>High School /GED</td>
<td>57.4</td>
<td>32.4</td>
</tr>
<tr>
<td>Some College / Associates</td>
<td>45.4</td>
<td>25.6</td>
</tr>
<tr>
<td>Bachelors Degree</td>
<td>30.6</td>
<td>17.7</td>
</tr>
<tr>
<td>Beyond Bachelors</td>
<td>16.3</td>
<td>9.2</td>
</tr>
</tbody>
</table>


Measuring Readability

With some definitions and numbers for literacy levels we can examine whether privacy notices are clear and accessible. The most commonly used method for determining the complexity of a text is to use a standardized, statistical readability metric. This allows for an objective evaluation and simple comparison between notices.

The Flesch Reading Ease Score (FRES) [7] is a popular metric, suited for evaluating more complex texts and is used extensively to evaluate school texts and legal documents. The FRES rates texts on a 100-point scale, where higher scores signify simpler texts. This score is computed by looking at the average number of syllables per word, as well as the average sentence length (Figure 1). Longer words and sentences are more difficult to read, and therefore produce a lower FRES.

Table 2: Popular Sample

<table>
<thead>
<tr>
<th>Site Name</th>
<th>Words</th>
<th>Flesch Score</th>
<th>Flesch Grade</th>
<th>Scale</th>
<th>Site Name</th>
<th>Words</th>
<th>Flesch Score</th>
<th>Flesch Grade</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOL Time Warner</td>
<td>1101</td>
<td>34.2</td>
<td>14.87</td>
<td>Y</td>
<td>Classmates.com</td>
<td>3542</td>
<td>33.9</td>
<td>14.57</td>
<td>Y</td>
</tr>
<tr>
<td>MSN-Microsoft</td>
<td>6222</td>
<td>41.5</td>
<td>13.18</td>
<td>Y</td>
<td>Weather Channel</td>
<td>2510</td>
<td>32.5</td>
<td>14.84</td>
<td>Y</td>
</tr>
<tr>
<td>Yahoo! Sites</td>
<td>3651</td>
<td>37.9</td>
<td>12.49</td>
<td>Y</td>
<td>Overture</td>
<td>1641</td>
<td>31.0</td>
<td>14.20</td>
<td>Y</td>
</tr>
<tr>
<td>EBay</td>
<td>5216</td>
<td>36.5</td>
<td>13.66</td>
<td>Y</td>
<td>eUniverse Network</td>
<td>1099</td>
<td>22.2</td>
<td>17.14</td>
<td>Y</td>
</tr>
<tr>
<td>Google Sites</td>
<td>657</td>
<td>45.7</td>
<td>11.68</td>
<td>Y</td>
<td>Vivendi-Universal</td>
<td>1729</td>
<td>26.9</td>
<td>16.02</td>
<td>Y</td>
</tr>
<tr>
<td>Terra Lycos</td>
<td>5522</td>
<td>34.7</td>
<td>13.96</td>
<td>Y</td>
<td>Verizon</td>
<td>2090</td>
<td>34.0</td>
<td>12.79</td>
<td>Y</td>
</tr>
<tr>
<td>About/Primedia</td>
<td>2173</td>
<td>35.0</td>
<td>13.94</td>
<td>Y</td>
<td>EA Online</td>
<td>2984</td>
<td>31.4</td>
<td>14.84</td>
<td>Y</td>
</tr>
<tr>
<td>Amazon Sites</td>
<td>2427</td>
<td>37.8</td>
<td>14.67</td>
<td>Y</td>
<td>Expedia Travel</td>
<td>4362</td>
<td>28.7</td>
<td>14.60</td>
<td>Y</td>
</tr>
<tr>
<td>Gator Network</td>
<td>1786</td>
<td>31.1</td>
<td>15.01</td>
<td>Y</td>
<td>AT&amp;T Properties</td>
<td>1946</td>
<td>28.7</td>
<td>15.54</td>
<td>Y</td>
</tr>
<tr>
<td>Symantec</td>
<td>2215</td>
<td>38.6</td>
<td>12.99</td>
<td>Y</td>
<td>Sony Online</td>
<td>3984</td>
<td>30.0</td>
<td>16.88</td>
<td>Y</td>
</tr>
<tr>
<td>Excite Network</td>
<td>3298</td>
<td>32.1</td>
<td>15.39</td>
<td>Y</td>
<td>Monster Property</td>
<td>2752</td>
<td>34.6</td>
<td>14.82</td>
<td>Y</td>
</tr>
<tr>
<td>Viacom Online</td>
<td>No common policy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>InfoSpace Network</td>
<td>2033</td>
<td>34.2</td>
<td>13.76</td>
<td>Y</td>
<td>iVillage.com</td>
<td>3681</td>
<td>26.2</td>
<td>16.21</td>
<td>Y</td>
</tr>
<tr>
<td>Walt Disney</td>
<td>3170</td>
<td>44.5</td>
<td>11.70</td>
<td>Y</td>
<td>Ask Jeeves</td>
<td>1256</td>
<td>34.6</td>
<td>14.25</td>
<td>Y</td>
</tr>
<tr>
<td>CNET Networks</td>
<td>1723</td>
<td>36.0</td>
<td>13.26</td>
<td>Y</td>
<td>Weatherbug.com</td>
<td>3461</td>
<td>29.4</td>
<td>15.20</td>
<td>Y</td>
</tr>
<tr>
<td>Real.com Network</td>
<td>4306</td>
<td>36.4</td>
<td>13.60</td>
<td>Y</td>
<td>Dealtime</td>
<td>868</td>
<td>43.7</td>
<td>12.68</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cox Enterprises</td>
<td>1755</td>
<td>22.7</td>
<td>17.40</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>2806.3</td>
<td>34.2</td>
<td>14.21</td>
<td>40.4%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard Dev</td>
<td>1345.4</td>
<td>6.5</td>
<td>1.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sites listed in order of popularity according to the “comScore Media Metrix Top 50 U.S. Internet Property Ranking” for August 2003.
The FRES was of course developed to measure the readability of printed material. When we read on a display, the process is somewhat different because of the affordances of technology. Web pages have hyperlinks, which may help make information more accessible, or easier to find for users. When it comes to policies, and especially policies which are not regulated on form and content, it is necessary for users to read the entire policy. Hyperlinks and keyword searches are not going to be efficient simply because you don’t always know what it is you are looking for. For this reason, we are forced to revert back to the normal linear paper processes.

A number of tools calculate the FRES automatically, including Microsoft Word, which was used to evaluate the policies discussed herein. MS Word also calculates the FGL, but only up to the 12th grade; for more complicated texts we calculated these scores manually using the formula above. We performed these evaluations on both sets of policies (See Table 2 and 3). The rest of this analysis will use the FGL equivalents, not the FRES.

The FRES can also be converted into a grade level score. The Flesch Grade Level (FGL) determines the U.S. grade-school equivalency level of a text, and is also based on the average number of syllables and sentence length. By using the FGL we can easily compare a population’s educational attainment to the complexity of a text.

### Analysis

For the popular sample, our survey found the average FGL of 14.21 (SD=1.50) (See Table 2). For the healthcare sites the average FGL was 14.03 (SD=1.26) (see Table 3). Across both samples the average FGL was 14.15 (SD=1.43). These averages are lower than the average education level of Internet users (14.4), but higher than that of the general population (13.5). The most difficult policy across both samples had a FGL of 17.96, the equivalent of a postgraduate education. The most readable policy required just under a high school education (11.50).

Of the 64 policies examined, only four (6%) were accessible to the 28.3% of the Internet population with less than or equal to a high school education. Thirty-five policies (54%) were beyond the grasp of 56.6% of the Internet population, requiring the equivalent of more than fourteen years of education. Eight policies (13%) were beyond the grasp of 85.4% of the Internet population, requiring the equivalent of a postgraduate education. Overall, a large segment of the population can only reasonably be expected to understand a small fragment of the policies posted.

We discard the hypothesis that the health-care (HIPAA regulated) policies were more readable than those of the high-traffic sample (n=63, t=0.324, p=NS). In terms of evolution, the policies in the health-care sample did not show an improvement in readability from July 2001 to...
September 2003 (n=39, t=-1.015, p=NS) despite the passing of special legislation. There was no significant difference in the length of the policies (n=39, t=-1.241, p=NS).

We also examined the relationship between the length of the policies and their complexity. Users are often put off by lengthy policies, but are these policies in fact any harder to read? There proved to be no linear correlation between the length of the policy (in words) and the FGL for the combined sample set (r=0.049).

Finally, we examined the effect privacy seals had on policies, as certifying institutions usually have a set of minimum requirements on content. In terms of readability there was no difference between the two groups in terms of FGL (n=65, t=-1.256, p=NS). The two groups did prove to be marginally different in terms of the length of the policies, with the certified group on average offering policies, which were 50% longer than the non-certified group (n=63, t=1.730, p=0.09).

**Policy Content**

Privacy policies contain a great deal of information, enough subject matter for a paper in its own right. We shall therefore focus on a single policy element that greatly affects the usability and validity of privacy policies, namely how policy changes are handled, and what burden this puts on the user. All privacy policies build on the assumption that visiting the site implies the user’s consent to the site’s policy, whether or not the user reads it. This is typified by statements such as “[Company name] may change this statement from time to time” and “Your continued use of this site constitutes acceptance of these terms.”

In the combined sample, eight of the 64 policies (13%) offered no mention of how changes to the policy would be conveyed to the user. Twelve policies (19%) offered to notify users on the policy page and through email, while 44 policies (69%) required users to check the policy page periodically.

Of the policies which required users to check for changes, sixteen (25%) posted no modification date. Four (12.5%) of the policies which did not specify a modification policy also offered no modification date. Overall, only 41 polices (64%) were dated. Thus, in many cases, the user’s only way of assessing changes to a policy would be to re-read the policy regularly to see whether it had changed. Based on the dates posted, policies varied in freshness from a few days to three and a half years, with an average of thirteen months. Eight (20%) had been changed in the previous three months.

Of the sites that specified how changes to their policy would be communicated, only eleven (19%) promised to give prior notice when significant changes were made. Four of these did not specify how much advance notice would be given; six specified a 30-day warning period, while one site promised to give six months notice.

**Analysis**

**Notification**

A privacy policy builds on the concepts of fair warning and implicit consent. If a company posts a policy in a public place (such as linked off the main page of its web site), it can assume that users have been warned, and that by the act of continuing to use the service they have agreed to its terms. Fair warning, a well-established legal principle, sets three requirements [16]:

- The warning should be readily available to affected parties
- Affected parties should be given a clear way to voice their concerns or questions; and
- The warning should be understandable to any reasonable person making a good faith effort.

If the three requirements are met, sites can assume consent.

In general, websites did poorly on notification for notifying users of changes to their policies. It would of course be easy to require users to read the policy before accessing a website, but this would likely have no positive effect. Users would probably find this to be an annoyance and click through without reading. Even though sites do not require users to read their policy before access, they do place the burden of monitoring changes on the user. Over two thirds of sites (69%) require users to monitor the site’s privacy policy regularly for changes.

We found the average age and the enormous variability in ages of the dated polices (mean and standard deviation each being about one year) to be surprising. There are three potential explanations for the long-lived policies in the tail of this distribution. The first, taking the age of the policies and their accuracy at face value, is to assume that that the policy is indeed up to date, but the business has not altered the way it handles users’ information since it was posted. Given the length and complexity of most of the policies, together with the volatility of modern marketing practices, we think this explanation is unlikely.

A second explanation is that some companies may post privacy policies as legal disclaimers. These are blanket statements authorizing the company to do whatever it wishes with the information. This is really a variation of the first explanation, but with the policy, irrespective of its complexity and length, essentially promising little and therefore seldom requiring revision. Based on a close reading of the policies, we have encountered some of these, but again they are not common.

We believe that the most plausible explanation is that many policies are posted as the product of a one-off privacy project, after which the perceived importance of user privacy dwindles within the company. This is a potentially dangerous situation, as the posted policy may quickly cease reflecting the company’s practices. Not only is this damaging to users, who may be exposed to privacy violations that are apparently forbidden by the policy, it is also damaging to the companies who may face negative
publicity and legal actions. Re-examining the health-care policies in a year’s time would test this hypothesis. HIPAA’s going into force in April, 2003 was an exogenous stimulus that synchronized the internal privacy projects of many companies in a single industry. If many companies adopt the single-project mode of privacy management, we would expect the average age of the policies in this industry to increase.

As to the requirement of fair warning, it is general practice for sites to provide at least an email address for the webmaster. Whether this person is qualified or willing to answer questions about the privacy policy is unknown. All the HIPAA compliant sites included physical contact information as well. A more interesting question is whether the practices of some concern is the practice of splitting policies across two pages. While this practice may make policies less intimidating to users, it has the potential to confuse or obscure. This practice has great potential for hiding important facts from users, in a maze of links, as was seen in our sample.

Readability
For websites, privacy policies are a compelling practice; they require very little effort or expense. However, websites currently undermine the legal basis for this practice by posting policies that are too complicated. The fact that only 6% of policies are readable by the most vulnerable 28.3% of the population, and that 13% of policies were only readable by people with a post-graduate education goes well beyond a reasonable burden for informed consent.

DISCUSSION
We have presented an in-depth evaluation of the different usability aspects of privacy policies and the practice of posting them as public warnings or disclaimers. Overall we have to conclude that while policies seem to be pervasively available online, there are serious problems with their structure and content. Even if one assumes that companies sincerely follow practices that comply with their posted policies, the form, location and legal context of policies make them essentially unusable as decision-making aids for a user concerned about privacy.

Too much of a burden is put on the end-user by failing to provide adequate notification of changes, or presenting privacy policies in language the user can understand. Users must, if they are serious about protecting their privacy, check the privacy policy of every site they visit, and in most cases check it again every time they visit the site. Failure to do so may mean that the user has agreed to different conditions and practices not only for additional personal information that the user provides subsequently but even for information that has already been collected by the site. The longevity of most privacy policies is a disincentive to re-reading them, since it is very unlikely that the privacy policy of an average frequently-visited site will have changed from the last time the user visited it. However, failure to do so may mean that the user has agreed to different conditions and practices, not only for additional personal information that the user provides subsequently but also for information that has already been collected by the site.

Furthermore, the practice of assuming that access implies consent has serious flaws that bring the whole practice into question. In order to access and evaluate a site’s privacy policy, the user must access at least two pages on the site: the home page and the page containing the privacy policy. This means that the terms of an implied-consent policy contain a “Catch-22” implication: The user must accept the policy before he or she may read it. All the policies we surveyed contained language to this effect. Most sensitive personal information web sites collect can only be disclosed by users through direct input. Such information may be even more sensitive when combined with less sensitive information, such as your surfing patterns after leaving a site. Users may think about entering information, but often don’t think that they may be subsequently be tracked.

Though users are concerned about their privacy, and claim to take steps to protect themselves, it is unreasonable to assume that anyone goes to the lengths required by current practice. It is our experience that survey respondents tend to greatly over-report the frequency and likelihood with which they read privacy policies. From a small survey done in a university setting we found from log file analysis that for a standalone website requiring registration, virtually no-one read the policy. We saw a total of 55,158 sessions, out of which only 131 (0.24%) included a visit to the privacy policy. Comparable numbers are difficult to get for industry sites and may be higher, but are unlikely to differ by the two orders of magnitude that would be necessary for even a quarter of users to visit a privacy policy.

Many of the issues we have been discussing were in the minds of the designers of P3P (the Platform for Privacy Preferences3), P3P is a set of practices and a way to encode

3 http://www.w3.org/P3P/
privacy policies in XML so that interpretation and checking can be automated. P3P specifies a “safe area” for policies so they may be pre-fetched and examined by users before accessing the site itself, thus avoiding the “Catch-22” paradox noted above. It also makes it easier to implement software agents that check policies on behalf of users, screening the mundane and drawing the attention of users to the important decisions they must make. P3P is in use today along-side regular privacy policies. However, it has yet to gain significant momentum, and its current implementations restrict the enforcement of user preferences largely to acceptability of technical mechanisms such as cookies, not the full set of information-use preferences and policies made possible by the standard.

It is clear that the HCI community has a significant contribution to make in improving current privacy awareness and management techniques, a contribution that goes beyond the usability and user-interface design of web-browsing and security-enhancement tools, and is concerned also with the management of attention and awareness by users about what personal information they are voluntarily disclosing over time, what information is being leaked by the technology they use, and how this information flow interacts with business practices of the companies that own the web sites they visit. Without significant usability improvements in this broader sense, users cannot effectively take charge of their own information and protection, regardless of their motivation.
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