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1.0  Introduction
A computer connected to the internet through a cable connection receives a significant amount of traffic even when the computer is not in use.  Theories regarding this traffic have been put forward by cable modem users, as well as others.  We were interested in investigating several questions.  Is this traffic of malicious origin?  Does it consist largely of probes by internet worms?  Is it the result of routers configured in an odd manner by cable internet service providers?  We tested these theories against data collected through our own cable connection.  While we cannot extrapolate our results to other times and locations, we were unable to substantiate some of the theories that have been offered regarding the nature and origin of background cable modem traffic.
2.0  Concerns

2.1  Reported Excessive Cable Activity
A number of subscribers to cable internet services have noticed the data lights on their cable modems often blinks even when their computers appear to be quiescent.  [CaMo].  During the onset of worm attacks, such activity is to be expected.  However, there appears to be significant blinking of data lights even in the absence of worm outbreaks.  “Once a second” or more is an oft cited frequency for such activity.  One user “sniffed” the data packets he was receiving and found “98%” of them to be ARP requests, consuming 5KB/sec (approximately 4000 ARP requests per minute).  Another user on a different network observed: 

”However, I noticed a large volume (> 95%) of ARP requests from systems, rather than, routers and ARP requests from systems outside my RoadRunner subnet. For example, DHCP servers from a RoadRunner system in Texas and Florida (different subnet), and I live in Ohio. This is bothersome since ARP requests (layer 2) should only occur on a local LAN and IP addresses should be used everywhere else at the network layer (layer 3) between subnets.”  [CaMo]
The individual who made the observation that most of the ARP requests he was receiving originated from geographically distant sources dismissed significance of this fact with the comment “It appears that the cable company has such large bandwidth that they don't have to worry about their network spans” [CaMo].  
2.2  Invisible Web Hosting
In October 2003, Wired News reported [McW03] that a Polish group was offering “invisible” web hosting for a substantial fee.  That report describes a demonstration of this purported service.  Traceroute and whois queries of the address of a web page offering generic Viagra seemed to show a moving target.  At first, the web site appeared to be hosted through a Comcast cable modem.  A second query, moments later, showed the web site hosted through Verizon DSL. According to a purported member, the group offering this service controlled 450,000 “Trojaned” systems – “most of them home computers running Windows with high-speed connections”.
2.3  Worm Warnings

The United States Computer Emergency Readiness Team (US-CERT) issues regular warnings pertaining to the vulnerabilities of computers.  A common theme in these warnings is that infections by worms or viruses may open “back doors” which allow attackers to gain control over one’s computer.  

· “Many variants of W32/MyDoom are known to open a backdoor”. 

· “Many variants of W32/Beagle are known to open a backdoor on an infected system which can lead to further exploitation by remote attackers”. 

· “This [W32/Korgo] vulnerability allows a remote attacker to execute arbitrary code with SYSTEM privileges”, 

are just samples [CERT04].
3.0  Definition of Background Traffic
There are many types of network traffic, but this paper focuses on that which occurs in the background.  Background traffic is any packet transmission that meets all three of the following criteria:

· Originates remotely

· Not Invited

· Would be received even by a “secure” machine

3.1  Background Criteria

We will say that a transmission has originated remotely if it uses a connection based protocol, such as the Transmission Control Protocol (TCP), and the connection was made from a remote machine, or if it uses a non-connection based protocol, and the packet itself was sent from a remote machine.
Uninvited traffic is packet data that was not requested either directly by the user of the recipient host (user’s computer system), or indirectly by the system itself.  Therefore, any request for information from the Internet, such as a Hypertext Transport Protocol (HTTP) request for a web site, should be considered invited traffic.  Invited traffic would also include transmissions initiated automatically by software that a user intentionally or unintentionally runs locally, regardless of whether the user is aware that the program is transmitting data.
A secure machine is defined as one which has no known security vulnerabilities.  Thus a secure machine could also be one that has some vulnerability which is not yet known (security through obscurity is particularly important since it applies to probing as a fundamental type of background traffic, which will be explained in section 4.1).  Therefore, by this definition, traffic ceases to be considered background once vulnerability is discovered.
3.2  Non-Background Traffic

Based on the previous definition, the following are examples of situations that do NOT represent background traffic:

· Traffic that originates locally (e.g. spyware/adware, web bugs)

· Remotely originated traffic accessing a service on the local host for which it is authorized by the host, user, or administrator

· File sharing initiated and/or authorized by the local host/user

· Utilization of an exploit

· Traffic that depends upon a previously successful exploit (e.g. access through a backdoor once the backdoor’s existence has been demonstrated)

4.0  Types of Background Traffic

According to the criteria for background mentioned above, and considering what is specifically not background traffic, the following are types of background traffic that will be discussed in detail:
· Probing

· Backscatter

· Misaddressed traffic
· Incorrectly configured devices
4.1  Probing

Network probing can originate from many different sources and could be executed for a variety of reasons.  A network administrator working for the Internet Service Provider (ISP) of the cable broadband network might be conducting a security audit.  A hacker might be searching for systems that have openly accessible data.  A researcher might be writing a paper about security threats and corresponding preventative actions.  A worm might be scanning for a particular vulnerability to exploit.  In all these cases, it would be useful to scan for open ports on various machines, essentially to “knock on all the doors.”

4.2  Backscatter

The concept of backscatter, developed by [MVS] refers to the responses that are received randomly by alternative hosts during a focused denial of service (DoS) attack.  In order to conceal himself or herself, an attacker will spoof their IP address to give the illusion that the attack is coming from some other host.  As [MVS] has found, most DoS programs spoof random IP addresses.  Therefore, when the spoofed packet is sent to a victim, the victim sends a response elsewhere (to a random spoofed address).  Probabilistically, responses to random IP addresses are distributed with equal probability throughout the entire “Internet address space.” [MVS]
4.3  Misaddressed Traffic

One must consider the possibility that some background traffic is simply a result of human error.  When a person incorrectly types a Uniform Resource Locator (URL) to access a web site, a corresponding network request is sent out to the Internet regardless of the fact that no host matches the intended destination.  It is highly improbable however, that the enormous degree of background activity experienced by sources such as [CaMo] is simply a bunch of incorrectly entered addresses.
4.4  Incorrectly Configured Devices
Routers and gateways typically come with default settings regarding the treatment of incoming and outgoing traffic.  Less expensive devices that are meant for home broadband connections have fewer features than more expensive industry strength devices, and are often left with the default settings by inexperienced users.  Furthermore, if such a router did not work for a user “right out of the box,” it might require configuration that a user simply does not understand, and therefore would not be qualified to do.  It is highly probable that during this process, a user might incorrectly configure a particular function, or might disable a needed function such as the built-in firewall security features.  As a result of incorrectly configured devices, a much greater amount of background traffic could be experienced on cable networks since essentially, a home user with a poorly configured router is a sitting duck for attacks, and provides an open relay point through which such attacks can be redirected.
5.0  Network Dynamics
5.1  Internet Routing

Internet Routing is explained in detail in Stevens [St94].  We review those aspects which are essential to our analysis here.

The internet consists of many network segments.  Machines can only communicate directly with other machines on the same segment.  Some machines, such as routers, have interfaces on more than one segment, allowing communication to pass from one segment to another.  Within a segment, one machine may communicate with another either through broadcasts, or by means of packets each with a specific destination address.  When one machine sends a packet addressed to another machine on the same segment, this packet must include not only the Internet Protocol (IP) address, but typically also a Media Access Control (MAC) address.

The Address Resolution Protocol (ARP) allows machines to learn the MAC addresses of other machines from their IP addresses.  If machine A wishes to communicate with machine B and does not know machine B’s MAC address, machine A will broadcast an ARP request.  We describe this ARP request in English as “Who has B? Tell A?”  meaning “who has the internet address B?  If you have it, please tell A (me)”.   Upon receiving such a request, machine B should send an ARP response “I have B”.  The ARP response contains the MAC address of B.  In this way, machine A learns the MAC address of B and can from that point on can send messages directly addressed to B rather than through broadcast.

If a machine wishes to communicate with a machine not on its segment, the process is a bit more complicated.  A router is a machine which accepts messages from one segment and resends them on another segment which is hopefully closer to the final destination.  When a machine creates a packet which is to be sent through a router to a distant destination, it attaches the IP address of the final destination to the message, and the MAC address of the router.
We have considered how a machine sends a packet to another machine on the same network segment, and how a machine sends a packet through a router to a machine on a remote segment.  How does a machine know whether its destination is on the same segment or a remote segment?  To clarify this, we musts distinguish between network segments and subnets.  A network segment consists of a number of machines which can communicate directly without a router.  A subnet is a range of IP addresses.  It is possible for a single network segment to include machines whose IP addresses lie within separate subnets.  It is also possible for machines within a single subnet range, to reside on separate network segments.  The communications dynamics, however, will not be the same in each of these configurations.
By default, when routing a packet, a machine will compare the subnet of the destination, with its own subnet.  If they are the same, it is assumed that the destination resides on the local network segment.   Otherwise, it is assumed that packet should be sent through a router.  Note that the router must have an IP address within the local machine’s subnet if the local machine is to reach the router using the default routing rules.
5.2  ARP traffic on a Data Over Cable System
Data Over Cable System (DOCS) subscribers have sent reports to usenet of receiving significant ARP traffic from distant geographic locations [CaMo].    If these reports are true, they would be rather significant.  They could imply that the DOCS operators are forwarding ARP traffic from one network segment to another, or that there are geographically large network segments.  More alarmingly, such packets might indicate compromised routers or large amounts of forged packets.  Forged packets might by a symptom of a widespread hijacking of subscriber machines reported for example in [McW03].
One difficulty in verifying such reports is in geographically locating IP addresses.  IP addresses which are used on the internet (as opposed to a private network, or intranet) must be registered.  The registration information generally contains a business address of the registrant.  However, if the registrant maintains a national or global network, the IP address could be used anywhere within that network, and not necessarily geographically near the business address.  We do not know by what means those reporting remote ARP packet origination arrived at their conclusion.  However, by analyzing other components of the network traffic we observed, we have come to the conclusion that all of the ARP traffic we observed is consistent with local origination.
Also reported by subscribers was significant ARP traffic originating from subscriber machines rather than routers.  From the discussion of IP routing, it should be clear that when a machine sends packets through a router, the sending machine does not need to know the MAC address of the remote destination, only that of the router.  One might expect that DOCS subscribers attempt to communicate with destinations outside of their network segment far more frequently than with local destinations.  Significant ARP requests from subscriber machines for non-router IP addresses within a subnet might be a sign of worm activity.  Alternatively, such requests might be a symptom of peer-to-peer services, such as Kazaa.

Once again, we are unsure of the analysis behind reports of significant DOCS ARP traffic originating from subscriber machines rather than routers.  There are several factors which make verification of this claim difficult.  The traffic we observed consisted not of the traffic on the DOCS cable itself, but only that traffic which was passed through the cable modem into our ethernet connection.  There may or may not be traffic on the DOCS cable which we did not observe – we just don’t know.  The traffic we did observe is mostly consistent with a switched network.  The exceptions appear significant and are discussed elsewhere in this paper.  However, as far as ARP traffic is concerned, the network appeared exactly as a switched network.  By that we mean that we were able to observe ARP traffic which originated with us, or which was addressed to us, or which was broadcast – and nothing else.  We observed ARP requests originating from machines other than the router serving as our gateway and ourselves. However, our observations are consistent with thesis that all of these ARP request generating machines consist of routers or servers provided by the DOCS operators, and none of them are subscriber machines.  Of course we cannot rule out the possibility of rogue subscriber machines appearing as machines proved by the DOCS operators.
6.0  Empirical Research
We prepared a machine for direct connection to the cable modem.  The operating system was Windows 98 with all current Microsoft service packs and updates installed.  Services such as file sharing and instant messenger were disabled.  Network packets were collected using the program Ethereal, which was configured to collect all ARP, ICMP, TCP and UDP packets.  The cable network is operated by a large cable company in a metropolitan area.

In following discussion, we refer to data collected during a period which we identify as  Run-2.  In this run, the test machine was booted up while connected to the cable modem.  Booting in this manner permits the cable company to provide configuration information to the test machine, such as its dynamic IP address, its subnet mask, and the address of the default gateway.  As soon as the machine was properly booted, Ethereal was started, set to capture 10,000 packets.  The collection process took approximately 24 minutes.  The machine was then disconnected from the cable modem, and the collected packets were saved and analyzed.  The ARP data in Run-2 is typical of all data collection runs.  The following tables provide an overview. 
	Cable Modem Packet Capture -- Run-2
	
	

	Traffic observed
	10000
	packets

	Elapsed Time
	1457
	seconds

	Average Packets Frequency
	6.863
	packets/second

	Average Packet size
	61.2
	Bytes


	Protocol Breakdown
	
	
	
	

	    ARP requests
	9909
	
	
	

	    ARP responses
	2
	
	
	

	Total ARP
	
	
	9911
	 

	
	
	
	
	

	       TCP -- SYN
	28
	
	
	 

	       TCP -- [RST, ACK]
	19
	
	
	 

	Total TCP
	
	47
	
	

	
	
	
	
	

	       UDP -- DNS
	6
	
	
	 

	       UDP -- BOOTP / DHCP
	34
	
	
	 

	       UDP -- DCE RPC Microsoft Messenger
	2
	
	
	 

	Total UDP
	
	42
	
	

	
	
	
	
	

	Total IP (TCP + UDP)
	
	
	89
	

	Total ICMP
	
	
	0
	

	Total -- All Protocols Observed
	
	
	
	10000


Figure 1: Packets received by protocol

We note that during this collection, the data light on the cable modem was flashing several times per second, confirming reports of similar activity.  We also note that ARP packets constitute the vast majority of background traffic, in this case over 99%, also confirming similar reports.

It can be seen that of the 10,000 packets collected, over 99% were ARP requests, confirming observation made on usenet that the vast majority of background traffic on cable connections is ARP.

6.1  ARP Traffic
It has been claimed that cable modem users receive ARP requests from geographically distant locations.  What we discovered is that 20 machines, including our test machine generated all of the 9909 ARP requests.

Each ARP requests contain “Who-has?” and “Tell” fields.  Their meaning is quite natural.  A packet “Who-has aa.bb.cc.dd Tell ee.ff.gg.hh” asks for the machine with IP address aa.bb.cc.dd to identify itself by sending its MAC address to ee.ff.gg.hh.  We grouped the collected ARP requests according to Who-has? and Tell fields.  We used the ARIN whois service to determine the registrant for all of the ARP requesting IP addresses except those within the 10.xx.xx.xx range.  

	ARP Requesters by IP Registration
	Number of machines
	Number of requests

	Comcast
	9
	9323

	Earthlink (TheGrid)
	2
	263

	10.xx.xx.xx
	9
	323

	Total
	20
	9909



Figure 2: ARP requesters by IP registration

Note that all of the ARP requests that we are able to observe originate from a very small number of machines.  This data is clearly insufficient to determine the geographic location of any of the ARP requesting machines.  Comcast and Earthlink both have networks which extend over a wide geographic range, and the 10.xx.xx.xx subnet is not a “registered” subnet, but is available for use by any party provided that party does not expose this range of IP addresses to the internet at large.  The presence of machines within the 10.xx.xx.xx subnet also poses questions for us.  Are these machines maintained by an ISP?  Is the presence of these IP addresses the result of “spillover” from subscribers’ home networks?   Are these addresses a symptom of unauthorized activity on the network?  Fortunately, DHCP traffic as well as the booting behavior of our cable modem provides many clues.  
6.2  DHCP Traffic

We collected non ARP traffic for slightly less than 90 minutes, collecting 200 packets.  Of these, 60 were Dynamic Host Configuration Protocol (DHCP) ACKs.  DHCP allows computers to obtain configuration information when they connect to a network.  This configuration information typically includes the IP address that the computer should use, the IP address of the router that the computer should and possibly the IP address of a server from which to load software.
By examining the DHCP packets, we were able to determine that the IP addresses of most of the ARP requesting machines correspond to router addresses given to subscribers by one of two DHCP servers.
	ARP Requesters by IP Registration
	Function Revealed by DHCP
	QTY

	Comcast
	
	

	   
	ISP Router
	7

	
	Our Test Machine
	1

	
	Unknown
	1

	
	
	

	Earthlink
	Unknown
	2

	
	
	

	10.xx.xx.xx
	ISP Router
	6

	
	DHCP server / Relay Agent
	1

	
	Unknown
	2

	Total
	
	20


 Figure 3: ARP Requesters Identified by DHCP ACKs

Of the 20 ARP requesting machines, we were able to identify 15 from information in 60 DHCP ACKS.  Many of the machines were identified from multiple DHCP ACKS.  It is possible that a large collection of DHCP ACKS would allow us to identify all of the ARP requesting machines.  It is also possible that one or more of the unidentified machines is not under the control of the service providers.  However, our observations are consistent with the hypothesis that all observed ARP requests originated from machines under the control of the service providers.   (We note in passing that if this hypothesis is true, then the network appears to behave not only as a switched network, but one in which subscribers cannot see packets generated from other subscribers, even when these are broadcast.  This is consistent with a model in which traffic is multiplexed as it travels “upstream” -- away from subscribers, and is de-multiplexed as it travels “downstream or towards subscribers.)

Power-cycling our cable modem and rebooting our machine revealed additional information.  The cable modem and test machine were power-cycled five times.  After each power-cycle, we were assigned a different IP address.  In all but one case, we were also assigned a different subnet and different router.  This observation shows that the network segment for our machine is a multi-subnet network segment.  Thus, it is consistent with our observations that all of routers and ISP servers observed are attached to our network segment.    
6.3  Traffic Volume
The 9909 observed ARP requests originated from 20 different IP addresses.  The figure 9909, however conceals the fact that these requests were for only 1389 distinct IP addresses.  In a network with several thousand active users, it is not unreasonable that in a 24 minute period, 1389 of these users would receive traffic causing ARP requests.
We observed that in a 90 minute period, there were 60 DHCP ACKS, or approximately one every 1.5 minutes.  DHCP traffic is generated when a user connects to the network, or when a DHCP “lease” expires.  In none of the DHCP packets observed, was the lease longer than 7 days.  In a network serving a metropolitan area, this volume of DHCP traffic does not seem unreasonable.

When we combine our knowledge of the fact that the network segment we are connected to has multilple subnets, with an estimate of the traffic that might be found in a metropolitan area, we are led to conclude that all of the traffic we see is consistent with local origin.  It is unnecessary to posit ARP traffic being forwarded from one segment to another.  Although worms may indeed be widely present on the network, it is unnecessary to posit worm as the source of the observed traffic volume.
6.4  TCP Traffic
The TCP traffic which we captured all appeared to be hostile.  We give below the destination port numbers of the TCP traffic we observed, as well as exploits associated with those ports.

	DESTINATION PORT 
	ASSOCIATED EXPLOITS

	80
	WebDav Exploits / Code Red / Nimda

	1025
	RPC / LSA exploit

	2745
	Bagle / Beagle / Tanx Worm Back Door

	5000
	Universal Plug N Play Exploit

	5554
	Sasser FTP service

	9898
	Dabber / Doorman Worm Back Door


Figure 4: Ports associated with common exploits
We are thus able to validate the warnings given regarding the frequency of attempted attacks upon home computers.  The TCP traffic may be broken down as follows:

	SYN SOURCES
	SYNs
	TARGET
	PORTS
	RESPONSES

	 24.154.xx.xx
	6
	test machine
	4000 > 2745, 4010 > 1025
	all RST ACKed

	 61. 80.xx.xx
	3
	test machine
	4748 > 1025
	all RST ACKed

	 65. 92. xx.xx
	3
	test machine
	3959 > 5554, 4343 > 9898
	all RST ACKed

	 81.172.xx.xx
	1
	test machine
	2457 > 5554
	all RST ACKed

	 82.228.xx.xx
	3
	test machine
	3760 > 1025
	all RST ACKed

	218. 56.xx.xx
	2
	test machine
	30881 > 1025
	all RST ACKed

	219.154.xx.xx
	1
	test machine
	4245 > 9898
	all RST ACKed

	
	
	
	
	

	 24.7.xx.xx
	2
	target2
	2645 > 80
	unobserved

	 24.144. xx.xx
	1
	target2
	2398 > 5000
	unobserved

	 24.144. yy.yy
	1
	target2
	4060 > 5000
	unobserved

	 61. 18.xx.xx
	2
	target2
	4328 > 5554, 4810 > 9898
	unobserved

	 82. 51.xx.xx
	3
	target2
	2568 > 1025
	unobserved


Figure 5: TCP traffic breakdown
In order for machine A to establish a TCP connection with machine B, A sends to B a SYN packet.  If B wishes to accept the connection, it will respond with an ACK.  If B wishes to refuse the connection, it may respond with an RST ACK.  Our test machine received requests for TCP connections 7 different apparent sources.  That is, we received SYN packets with 7 different source IP addresses.  It is possible that all packets originated from the same source, but were sent with different addresses.  To each such SYN packet, our test machine responded with a RST ACK, thus refusing the connection.

There is a peculiarity regarding the TCP traffic that was recorded, which we cannot adequately explain.  We received 9 SYN packets which were addressed to an IP address and MAC address different from those of the test machine.  As mentioned elsewhere in this paper, almost all of the traffic observed was consistent with a switched-network model of our network segment.  That is, almost without exception, we were able to observe packets created by our test machine, or addressed to our test machine, or broadcast, and nothing else.  Furthermore, almost all of the traffic was consistent with a model in which subscribers cannot see packets generated by other subscribers even when these packets are broadcasts.  In the time period during which we collected our data, many thousands of TCP packets were traversing our network segment.  Almost all of them were invisible to us.  It is therefore very surprising that we should see a small number of packets, all addressed to a third party, and all apparent attempts to exploit vulnerabilities on the third party machine.

The MAC addresses contained within these packets were examined, and they do not correspond the ethernet addresses of our test machine or the subscriber side of the cable modem.  It is possible that these packets were carried to our cable modem within wrappers containing the cable-side MAC address of our cable modem.  The MAC address of the cable modem is stripped off as the packet is passed through to the subscriber’s side.  However, how these packets came to have the cable-side MAC address of our cable modem, or even whether that was the actual means by which we received them, remains a mystery.
The reception of ACKs or RST ACKs at an address without corresponding SYNs being sent from that address are a symptom of backscatter from SYN flood denial of service attacks.  We did not observe any such packets during our study.

7.0  Conclusion

Subscriber machines connected to cable modems receive significant amounts of background traffic.  We confirm the widely held view that a machine connected to a cable modem will be probed for vulnerabilities within minutes of being connected.    We confirm reports that the majority of this traffic is ARP packets.  However, we failed to confirm suggestions that the ARP traffic originated from geographically distant locations or from subscriber machines.  The vast majority of traffic was what would be expected on a well behaved network.  Internet worms are not required to explain this traffic.  We did not observe any backscatter from denial of service attacks.   We observed a small number of packets which were not addressed to our machine.  We have not determined how these packets were received and forwarded by our cable modem.  These packets were attempts to open TCP ports corresponding to known vulnerabilities and appeared to be malicious.
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