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A Report of Research on Privacy for Electronic Government

Abstract

This report considers the state of privacy issues and major
sources of privacy problemsin the United States (and related
international issues), summarizes the most important poten-
tial privacy-enhancing technologies, and illustrates the major
risks through cases of serious violations of privacy that have
been reported. It also considers the sorts of problems that
should be expected in the near future if current anti-privacy
trends continue. Most of these issueswill be applicable on an
international basis, and may be of serious concernin Japan.

Introduction and Executive Summary

Privacy isaconcept with many different meaningsto people
and cultures around the world. To some persons, it meansthe
freedom to be “Ieft alone’ so long as their activities don’t
impinge upon the rights of others. Privacy can also connote
protection of information from misuse or abuse, especialy
when that information is stored in computers and transmitted
through communications media.

While personsliving in small towns one hundred years
might have had little expectation of privacy in the sense we
think of it today (after all, everybody knew what everyone
else was doing then!) in our modern societies an expectation
of greater privacy has arisen along with the rise of our tech-
nological prowess — at least until relatively recently.

The ability of modern computers, databases, and
telecommunications systems to integrate and “ data-mine”
personal datain ways unimaginable even ten or twenty years
ago isvast, and bring with it enormous opportunities for
abuse and misuse.

Making matters worse, the legal and judicia systemsin
most countries have not kept pace with these developments,
perpetualy being in astate of playing “catch up” to fix priva-
cy abuses after they’ ve occurred, rather than taking a proac-
tive stance that might have protected the privacy of its citi-
zens and other residentsin thefirst place. Often by the time
such corrective actions are taken (to whatever extent those
actions exist), the personal data involved may aready be
widely abused; no practical means exist to “take back” that
dataand protect it again retroactively. Personal data once
revealed isusually reveded effectively forever.

Powerful interestsin government and business are also
responsible for making the privacy situation worse.
Governments may use security concerns as an excuse for
anti-privacy actionsthat do little to increase real security
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(however, useful and laudable they may ostensibly appear
from a public relations and political standpoint) but that actu-
ally merely crush civil liberties and move toward a police
State society.

Traditionaly, public-record information such as birth,
death, court, and awide range of other government records
becomes the fodder for massive abuse (on the part of both
the public and private sectors) when it becomes easily acces-
sible en masse through database systems, sometimes even
being treated as a profit center by government agencies. The
same information that was relatively harmless on index cards
in acard file (which required significant effort to research
and obtain) becomes qualitatively changed by the kind of
access that computers and databases provide to the data.
Furthermore, the potential for resulting problemsis gigantic.

Businesses tend to treat the personal information of
their customers as amere commodity — like potatoes or hog
bellies— to be traded, sold, and exploited massively with no
real control (or even knowledge of these actions) on the part
of the customers themselves whose data is being manipul at-
ed and often abused in these ways.

In the United States, a confused hodgepodge of con-
flicting laws and regulations at the federal, state, and local
levels has created an terrible mess when it comes to privacy
issues. Businesses pretty much run the show, with little regl
concern about consumer rights beyond that absolutely neces-
sary to meet the weak and limited government regulations
that exist in specific areas like the credit and financial servic-
es sectors. Large portions of the most privacy-invasive
aspects of business, including the Internet, are still largely
unregulated and privacy abuses have beenrising in all of
these areas at an extremely alarming rate.

The U.S. providesin some respects an excellent neg-
ative example — namely, how not to deal with privacy
concerns — at least in comparison with some countries
(such as those of the European Economic Community).
That’s not to say that the EEC has done everything right in
thisregard. Some of their (especially recent) actions
regarding privacy and surveillance are extremely negative
themselves. However, the EEC has at |east started down
the path to defining privacy issuesin a systematic and
broadly applicable manner, a path the U.S. stubbornly
refusesto really consider.

In the wake of the terrorist attacks of September 11,
2001, and the U.S." s new infatuation with preemptive war as
aglobal “stabilization” technique, many entities with highly
anti-privacy agendas have seen new lifein their old propos-
als. Formerly unable to get their draconian agendas enacted
into law, they’ re now seeing success in exploiting the “war



onterror” asan excuse for enacting all manner of anti-civil-
liberties and anti-privacy measures, most of which will not
actualy fight terrorism in any significant way.

It'sabad timefor privacy.

Most people never really even conscioudly think about
privacy matters to begin with until their privacy has been
eroded, and that loss usually occurslittle by little over along
period of time, with potentially devastating results.

Protecting privacy takes agreat deal of diligence,
work, dedication, and perseverance, especidly in the face of
increased computerization, cross-linking of information data-
bases, dependence on the Internet, and ever-growing efforts
to misuse existing and new information and data for both
public and private-sector purposes.

Many of these related problems are discussed in this
report, including difficulties associated with personal identi-
ties, computer databases, and many related issues. In addi-
tion to identifying the areas of concern, we have endeavored
to note the roles that technology could play in helping protect
privacy, assuming an environment that permitted and
encouraged their use. We have aso included various exam-
ples of privacy problems and related risks that have occurred
in the past, in the hope that these may be of assistancein
illustrating the risks that are now faced by individuals, organ-
izations, and even governments today and in the near future.

A glossary of specialized definitions used in this report
isprovided as an appendix. These terms relate to identities,
authentication, authorization, accountability, anonymity,
pseudoanonymity, and other associated aress.

Sincethisreport is of necessity limited in length, it can
only cover these complex topics relatively briefly. We most
strongly urge the interested reader to refer to the various ref-
erences we haveincluded for additional information on par-
ticular topics and detailed facets of these critical privacy
issues.

SSNs and Other Identification Schemes

In the United States, the Social Security Number or SSN
plays an important yet rather paradoxical role. While nearly
all personsin United States earning income are required to
possess a Social Security number, the Social Security card
that lists the number isitself not an identification card. In
fact, historically the Social Security card has been specifical-
ly labeled that it is not to be used for identification purposes.
While a person may be asked for their Socia Security num-
ber in awide range of contexts, they will very rarely be
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required to display the actual card.

The ostensible purpose of the SSN isto provide a
meansto record and track a person’sfinancial activity, par-
ticularly for tax purposes. Virtually al of apersons federal
and state income tax and other tax liabilities and records, are
indexed by the nine-digit SSN.

The name “ Social Security” relatesto the fact that the
number was originally created to facilitate not only the col-
lection of taxes but also the distribution of al old-age and
other related benefits that are part of the Social Security
system.

However, in the decades since the Socia Security
Number’ s appearance, the SSN has gradually become used
asauniversa identifier for al manner of transactions, many
of which have absolutely nothing to do with taxes or other
government activities. This hasled to the Social Security
number being abused widely and becoming a primary factor
in the spread of identity fraud which has now reached astro-
nomic proportions.

Because the Socia Security number is not generally
considered to be confidential information (particularly asa
result of relatively recent court actions) avast array of non-
governmental organizations, businesses, and even individu-
als, use the Social Security number to provide a meansfor
both record-keeping and investigatory purposes whether
legitimate or not. Not only doesthe U.S. Socia Security card
not include any form of biometric identification, it does not
even include a photograph, further emphasizing the fact that
itisnot actually an identification card of any kind.

Dueto lax controls over the purposes to which the SSN
can be put and the waysin which it can be transferred
between parties, the SSN has now become a de facto stan-
dard for indexing important consumer records such as health
insurance, credit card transactions, credit records of all types,
and avast range of other information. In some aress, the
Socia Security Number has even been used as areference
for such purposes aslibrary cards and school student identifi-
cation numbers. Obvioudly, the use of SSN for such purposes
opens atremendous amount of risk. For example, a students
ID card would typically be used for awide range of transac-
tions and would be accessible to many personsin the course
of routine activities.

Since that same number is so widely used for other
purposes, once it has been obtained it becomes fodder for
wide abuse. To make matters worse, many credit card com-
panies, banks, and other ingtitutions, use the Social Security
Number as a customer password for obtaining information or
conducting transactions by phone. Also frequently used is
mother’ s maiden name and date of birth. Individuals SSN
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information, date of birth, and mother’ s maiden name have
become easily accessible in many cases through public
record databases.

In some states, the Social Security Number has even
been displayed on drivers' licenses— which are the pre-
dominant form of identification card in the U.S.. While
recent changesin the laws have introduced some minimal
safeguards relating to the disclosure of SSN in the context
of driver’slicenses, the opportunity for abuse is still very
broad. For example, until afew years ago, the U.S. Internal
Revenue Service was routinely making SSNsvisible as
part of the address information on postal service mailings
to taxpayers.

Driver’s Licenses and State-issued
“ldentification” Cards

Without a doubt, the primary form of identification used by
most persons in the United Statesis the driver’slicense.
Each state hasits own rules for issuing drivers licenses or
in the case of non-drivers state-issued “identification”
cards,.

In the vast majority of states, these cardsinclude a
photograph of the individual. Even when it is not present
on the driver’ s license, most states now require the submis-
sion of the applicant’s Social Security humber to be associ-
ated with their state records. The original rationale for the
Sacial Security number requirements relating to drivers
licenses was to help in the search for “ deadbeat dads’ who
were not paying child support payments. However, new
federal laws have mandated the wider availability and use
of SSN and data relating to these cards.

Recent federal legislation also has moved toward har-
monizing the information required to be collected by all
states. It iswidely assumed that moves toward additional
forms of biometric identification for these cards, will be
mandated. At the present time, the usual biometric infor-
mation included on the cards and in individuals recordsin
most states is typically a single thumbprint.

Moves toward the use “smart cards’ will undoubtedly
encourage officials toward requirements that additional
machine-readable information be included within these
cards.

It has therefore become an issue of great concern that
these sorts of moves and developments relating to drivers
licenses will result in the creation of ade facto national ID
card in United States that could ultimately be required for
all manner of transactions or movements, even though the
cards themselves would be issued by the states and would
be supposedly be nominally under state control.
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Drivers licenses and state issued identification cards
for non- drivers as mentioned above, are theoretically vol-
untary at thistime. In practice, awide range of transactions
are impossible or difficult to engage in without one or the
other. Many merchants now wish to see a customer’ s driv-
ers license before accepting a credit card or check.

While few merchants currently have the technical
means to scan and collect information off of the limited
capability magnetic stripes on most current generation
drivers licenses, advances in technology will no doubt
make critical the issues both of what information is stored
on the cards (either visibly or invisibly on magstripes or
internal chips) and who will have the capability and author-
ization to read, collect, store, and use that data.

Spread, Control, and Abuse of Collected Data
(“Data Creep™)

A fundamental problem relating to privacy issues both in
United States and elsewhere around the world, relates to the
problem of “data creep.” This describes the phenomenon
where information that is collected |egitimately for one pur-
pose becomes available either legitimately or illicitly, for a
range of other often unrelated purposes.

This sort of leakage of persona information is at the
heart of many privacy-related problems. While some coun-
tries (particularly in the European Union and Canada) have
taken steps or passed laws aimed at controlling this sort of
information flow, the United States in general has been lag-
ging far behind. The U.S. does not have anyone who could
be equated to a nationa privacy ombudsman or “czar” cover-
ing all aspects of U.S. residents’ privacy concerns. For exam-
ple, while recent legidation ostensibly created some new
information privacy requirements for financial institutions, in
practice these are considered extremely minimal and far
from adequate.

Attemptsto require financial ingtitutions to operate on
an opt-in basis— that is, not sharing information about con-
sumers without their explicit permission beforehand, have
been generally unsuccessful. Instead, laws generally have
allowed an opt-out approach, where it is assumed that
information can be shared unless a person explicitly says
otherwise.

In practice, thisisbasically agiveaway to businesses,
since few consumer really understand what information
about them has been collected and how it could be used or
abused, and so few realize that they should take positive
steps to exercise their opt-out privileges even where these
do exist.

Matters are made even worse by the manner in which



institutions and businesses usually notify customers about
these privacy issues. Online privacy policies (e.g. on the
Web) tend to be on unobviousin many cases and often are
written in complex legal language that fews users would
understand, even if they had time to read the often extremely
lengthy texts. Even worse, such online privacy policies are
subject to change anytime, usually without any explicit noti-
fication to consumers that changes have occurred.

Lawsthat have mandated inclusion of privacy informa-
tion and opt-out information in bills and other mailingsto
consumers have had little positive effect. These inserts are
usually in the form of small brochures with tiny print written
in complex terms, and are easily confused with amultitude
of other literature and advertising that often stuffs these mail-
ings and are typically discarded unread by many recipients.
Sometimes the mechanism provided for exercising opt-out
privilegesis also cumbersome, e.g. requiring awritten letter
rather than a call to atoll-free telephone number. It isalso
usually the case that there is no clear-cut mechanism to veri-
fy that an opt-out has actually been properly processed with-
in these systems.

The vast amount of personal information, advertising,
and other datathat is collected and used, makesit utterly
impossible for consumers to determine the actual status of
their information in the multitude of governmental and com-
mercial databasesthat exist. There are no requirements for
standardized methods for interrogating most of these data
bases, with the exception of the major credit reporting agen-
cieswhich collect individuals' credit history, credit worthi-
ness, and other related information, and which have been
themselves the subject of specific legidation relating to
access to information and mechanisms for submitting com-
plaints or corrections to such data. (See the section oniillus-
trative risks cases, below.)

Another aspect of the situation, that makes attempts at
opt-outs and other consumer control over their personal
information so difficult, isthat the laws relating to this area
usually exclude from controls the sharing of information
between organizations that are part of the same corporate
entity or in some cases are closely allied. With the vast
expansion of gigantic corporate mergers, especially mergers
between different sorts of financial institutions, this excep-
tion alone opens up an enormous possibility for personal
information sharing that falls outside the limited controls of
existing privacy-related laws.

Collection, Use, and Abuse of Telephone-
related Data
Ancther area of concerninthe U.S. relates to the use of cus-
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tomer information (such as Customer Proprietary Network
Information — CPNI) by communications-related firms such
as telephone companies. Thisinformation can be shared and
exploited in anumber of situations under current law. It
relates to consumers' communications use including calling
patterns, billing information, and other related data.

Aswith some other forms of consumer information
that we discuss, there are some opt-out availabilities for
some of this data, but since few consumers understand these
issues few avail themselves of the opportunities to protect
this information. Recent attempts to tighten down on this
area and provide further limits to telephone company use of
such data have recently been unsuccessful, resulting in the
likelihood of further battles and controversy in this area.

Effects of Post-September-11 Laws on
Privacy Issues

Many aspects of U.S. laws— at federal, state, and local lev-
els, have been thrown into question or affected in various
ways by the terror attacks on September 11, 2001.
Legidation resulting from those attacks, including the USA
Patriot Act and the Homeland Security Act have called into
question much of the progress that had been made before this
timerelating to privacy matters, however minimal that
progress might have been up to that time.

It has also very recently cometo light that the U.S.
Justice Department is considering requesting from Congress
arange of additional domestic security law changes that
could have additional anti-privacy effects.

The USA Patriot Act and Homeland Security Act
alow for avast range of privacy-invasive activities by gov-
ernment and in some cases by private firms, ostensibly to
help fight terrorism. However, these laws were drafted and
enacted very quickly, in aknee-jerk fashion, and were not
limited in most cases to anti-terrorism efforts. These laws
and other like them will have drastic impacts across awide
range of non-terror-related law enforcement activitiesinclud-
ing monitoring of communications (telephone, Internet, etc.)
among many others.

Summary of Information System
Privacy Issues

* Confidentiality of I nformation. According to estab-
lished security policy. Restricting access to information
(programs, data, reports, system parameters, etc.) to
just those who are entitled to have access— “Need to
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know™”.

* Inference and Aggregation. The ability to make
inferences from certain information, and the ability to
gather together multiple sources of information from
which further inferences can be made.

* Integrity of Information and Systems. Preventing
information (data, programs, systems, network con-
nection configuration information, etc.) from being
altered (accidentally or intentionally) in an undesir-
able manner.

 Correctness of I nformation. Correctnessimpliesthat
information isinput correctly, that it is recorded cor-
rectly, and that it persists correctly throughout itslife-
time. Thisisa particular problem in databases of per-
sonal information where there are substantive errorsin
information that can cause serious consequences for
theindividualsinvolved. Such errors can occur dueto
the many varied sources of input data which them-
selves have varying degrees of accuracy, and any
errors can persist indefinitely and spread into other
databases and systems.

 Accountability. Accountability takes many forms.
Idedlly, it should be possible to determine who has
done what and with what effects within the purview of
computer systems and networks. However, audit trails
and other accountability measures have serious privacy
consequences, which must also be considered.
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Privacy-enhancing Technologies and
Their Limitations

Computer System and Network Security

To some extent, better system and network security can pro-
vide improved privacy protection. However, it must be rec-
ognized that many of the privacy violations occur outside of
the direct purview of computer systems. That is, privacy is
an extrinsic problem aswell as an intrinsic problem.
Nevertheless, authentication, authorization through explicit
access controls, accountability, cryptography, and other tech-
nologica approaches can help considerably.

Authentication of User and System Entities

» Fixed reusable passwords represent an extremely weak
means of authenticating that users are precisely the per-
sons they purport to be. In wesk system environments,
they tend to be transmitted in the clear when presented
to asystem, stored unencrypted in memory, written on
pieces of paper attached to computers or keyboards, or
otherwise compromisible, Passwords associated with
individual files are a particularly bad idea.
Requirements that persons use hard to remember or
frequently changed passwords, while theoretically
superior, run the increased risk of personswriting
down their passwords and leaving them in easily
accessed areas where they may be found and exploited
by unauthorized persons.

* One-time never-reusable passwords are next in com-
plexity. The smplest and lowest-tech schemeisthe S
Key approach, where alist of once-usable pass phrases
iscarried by an individual desiring to access asystem
remotely; the list is generated by a pseudo-random
generator in reverse order so that compromise of one
pass phrase cannot result in the derivation of the next

pass phrase.

Cryptographic techniques are next in complexity for
authentication, asin the case of one-time tokens that
are cryptographically generated.

Various cryptographic protocols exist for authenticat-
ing system entities in network security

* Biometrics have some appeal as possible personal
authenticators, although there are many problems. In
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short, human DNA and physical fingerprints are useful
for positive identification, and actually can be very
valuable in eliminating false identifications; Iris scans
arefairly accurate for certain iris attributes, but not
always easy to administer and may tend to drift over
long periods with respect to certain attributes; face
recognition and face geometry recognition are much
lessreliable. (See the section on biometrics below.)

Authorization and Computer Access Controls

« Access controls for internal privacy management.
Access control lists, Unix-like group controls, role-
based controls, and various other access control mech-
anisms are commonly used in attempts to implement
policies relating to how information can be used, under
what circumstances, and by whom. In addition, there
are architectural approaches devoted to capability-
based systems (whereby possession of anonforgeable
capability confers certain well-defined access privi-
leges) and multilevel secure systems (for example,
implementing a policy in which information cannot
move downward from Top-secret to Secret to
Confidential to Unclassified, or laterally to different
compartments at the same security level). The last of
these approaches has many benefitsin theory, but has
proved to be difficult to implement with sufficient
assurance that it cannot be compromised.

System and Network Authentication

« There are extensive techniques for assuring many dif-
ferent types of system-level authentication, such as sys-
tem-to-system, peer-to-peer, end-to-end, and so on. All
of these involve elaborate protocols, many of which are
known to have flaws. Developing networks and highly
distributed systems that are able to enforce elaborate
security policiesis an extremely difficult problem.

Cryptography for Enhancing Confidentiality

* Encrypting stored information and transmitted informa:
tion can be very helpful inincreasing privacy within
computer systems and networks. However, there are
risks related to the handling of that information when it
isin an unencrypted form, such as during processing.
There are also risks associated with the loss of decrypt-
ing keys, and demands from governments, etc. for
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“escrowed” access to decryption keys, which can mas-
sively weaken the security of all associated systems.

Anonymity and Pseudoanonymity

Aliases. Aliases provide multiple identifiersfor the
same entity.

However, aliases do not inherently increase privacy
— only perhaps the appearance of privacy.

Pseudoanonymous identities. A pseudoanonymous
identity is one that cannot directly be traced back to a
specific concrete identity. It may be persistent (lasting
over aperiod of time) or nonpersistent (used only
once). The crestion of anonpersistent one-time dias
may be more difficult to subvert than a persistent one,
depending on the implementation. When used in e-
mail, pseudonyms allow recipientsto respond to the
origina sender without knowing the real identity of the
sender. However, the privacy of such schemes ulti-
mately depends on the integrity of the anonymizing
remailers, and their ability to withstand governmental
and other efforts to have them reveal the real identities.
There are also serious potentia problems with provo-
cateurs using aliases to entrap unsuspecting victims.

Blind signatures. Cryptographic techniques exist that
permit authorization of an individua without revealing
theidentity of the individual.

Anonymous smart cards. Cryptographically based
smart cards are more popular in Europe than in the
United States. Widespread use of anonymous smart
cardsisfound in prepaid phone cards and prepaid
public-transit cards. Thereisarisk that the identity of
the bearer may be known through external surveil-
lance at the time the card is acquired or at thetime it
is used, but otherwise these cards can provide a cer-
tain measure of anonymity. The soundness of the
cryptography varies from one card system to another.
Furthermore, recent advancesin breaking the card
cryptography externally imply that there are serious
risks relating to misuse of cards and forgery of new
cards. In particular, differential power analysis, fault
injection, and various other techniques have been
demonstrated to be effective in extracting secret cryp-
tographic keys from smart cards.

Digital cash. Various efforts have been made (such as
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DigiCash and CyberCash) to provide an electronic
equivalent of cash, with no traceability. These efforts
have not yet been very successful.

Monitoring, Anomaly and Misuse
Detection, and Response

« All of the above techniques attempt to prevent unautho-

rized activities. One other approach isrelated to priva
cy enhancement, although it is a detection mechanism
rather than a preventative mechanism. Nevertheless,
early detection can sometimes be used to prevent fur-
ther misuse. An extensive collection of systems exists
for detecting misuse by insiders and outsiders, detect-
ing intentional and unintentional misuse, detecting sys-
tem malfunctions, and deviations from expected nor-
mal behavior — irrespective of its cause. These detec-
tion techniques are particularly relevant to identifying
privacy violations (as they are occurring, shortly after-
wards, or in retrospective subsequent analysis) and
facilitating remedid action.



ID Card Systems

In discussions of identification systems a great deal of atten-
tion is often directed toward the specific technologies
employed in ID card systems. Often thisfocusis misplaced
since it tends to deemphasi ze the fact that the range of possi-
bilities for problems, errors, and other undesirable attributes
of these systems are often intrinsic to the data being collected
itself not to the card system technology.

That having been said, it is still worthwhile to note that
none of the highly-touted card systems are foolproof even
within the context of their basic security. We are all familiar
with common magnetic-stripe card systems where a variety
of datais encoded on a magnetic strip typically on the back
of aplastic card. It iswell known that this technology is sub-
ject to avast range of abuses sincethe strip (or “stripe’) is
typically readable and rewritable with easily acquired equip-
ment. The vulnerabilities of thistechnology have been
exploited for years by identity thieves, credit card scammers,
and arange of other criminal elements.

In one popular approach, customers who are making
purchases unknowingly have the information from their card
stripes copied by crooked sales personnel. The perpetrator
usesasmall device called a“skimmer” to surreptitioudy
copy the card data when the customer is otherwise occupied.
The entire operation can be accomplished in a second or two.
Since the magnetic stripe on these cards carries dl of the cru-
cial datarequired to commit frauds, the criminal can then use
the collected information not only for orders where the buyer
does not need to be physically present, such as mailed, tele-
phone, or Internet orders, but also to generate new physical
credit cards that have the ability to be used for fraudulent
purposesin stores and the like. Vast sums of money are lost
every year through abuse of this card technology. Estimates
vary widely, but are approaching billions of dollars, and siz-
able fractions of a percent of the overall gross.

In recent years agreat deal of hype has been generat-
ed over the use of so-called “ smart cards’. These cards,
which superficially appear similar to conventional plastic
credit or banking cards, include integrated circuitry and
usually small amounts of memory which enable the card to
operate in amuch more sophisticated and supposedly
secure manner. While it is true that the information on these
cards can not be accessed or manipulated astrivialy asin
the case of conventional magnetic stripe cards, it has
become increasingly clear that the technology used in smart
cardsis gtill subject to penetration in many cases using tech-
niques of varying levels of sophistication. (Seetheillustra-
tive risks section below for examples of smart card vulnera
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bilities and their exploitation.)

More important than the issue of the technology itself
related to these cards, is again the fundamental concern that
no system that attempts to collect large amounts of sensitive
dataon individuals can be made one-hundred percent safe
and secure from abuse regardless of the implementing tech-
nology. The information in the databases associated with
these cards always remains subject to error, falsification,
manipulation, and other systemic problems. No card technol-
ogy can solvethisbasic dilemma.

It istherefore wise to avoid being oversold by the
promises and promotions of the vendors of these systems. In
particular, it iscritical that the opportunities for error and
misuse in these systems be fully understood and evaluated
before it is considered acceptable to implement any of these
systems, regardless of the technology being promoted at the
current time or in the future.

Other Surveillance and Tracking

— Photos, Copies, Merchandise

The ways in which ostensibly laudable surveillance can
impinge on individual liberties is sometimes very surprising.
Most people do not know for example that in the U.S. most
photofinishing facilities (places where people go to get their
photographic film developed) actively inspect the resulting
printsin an attempt to locateillicit images — particularly
child pornography. While preventing the spread of child
pornography seems like a completely appropriate goa onits
face, the real world implementation of these systems has
resulted in arange of unfair and embarrassing incidents
where completely innocent photographs have resulted in par-
ents being accosted, held, and in some cases even arrested
over photos seen by film developing personnel.

These have included images such as very young chil-
dren without clothing in completely innocent settings such
as bathtubs or other home environments and a range of
similar locales. Theirony of this situation isthat in this day
and ageit is extremely unlikely that genuine child pornog-
raphers would take their film to be developed by commer-
cial establishments. It is safe to assume that digital photog-
raphy, which has no film processing risk, has completely
taken over much of the pornographic sphere, particularly
child pornography.

Similarly, itislikely that few persons are aware that
hidden tracking systems have become common in digital
color copiers which can be used to track images back to the
machine that generated the original copy (it islikely that this
same technology isfinding itsway into digital printers as
well a thistime). The ostensible rationale for these systems,

Privacy Issues and Privacy Enhancing Technologies —— 71



A Report of Research on Privacy for Electronic Government

which generdly use steganographic techniques to hide a seri-
a number or other identifying information in a manner that
isinvisible to persons without specia technology to decode
them, it isto help fight counterfeiting of national currencies
on these machines. However, it is obvious that such identifi-
cation systems could be used in other contexts as well,
including civil court cases and arange of other environments
since there are few legal restrictions on the use of such iden-
tification data.

Again and again we see that the lack of lawsto careful-
ly delineate the purposes to which collected data can be put
create zones of privacy vulnerability which far exceed the
original purposes under which the systems were sold to gov-
ernments and officials.

Another technology whichislikely to see large-scale
deployment over the next few yearsis“RF Tags’ — tiny
chipswhich can be embedded in nearly any product or mate-
rial — which can then be interrogated viaradio- frequency
systems without the knowledge of the owner or user. These
systems are sold asinventory tracking and control aids, but
could be subject to abuse in many other situations since they
would allow for detailed tracking of the location of these
products for an unspecified time into the future after they
have been sold. Though the technology only works over a
relatively short range at thistime, the lack of alegal basisto
control the collection, use, and dissemination of this data
should be of great concern even at this early stage.

Implantable ID Chips, etc.

A great deal of public attention has been generated around
the concept of implantable ID chips. These devices (like the
ones promoted by Applied Digital Solutions, Inc. as
“VeriChip” and “Digital Angel”) are il in their infancy but
carry awide potential for their abuse. Developmentsin this
field suggest that they could represent a tremendous civil lib-
ertiesrisk in the near future, and may well represent a signif-
icant risk among certain populationsimmediately.

While the promoters of these systems like to talk about
the ability to implant adevice in a person which could be
used to locate them in an emergency (children and the elder-
ly are usually mentioned as benign targetsin this respect) it
is not possible with existing technology to implant a device
with such capabilities that would be small enough to be
acceptable in most circumstances.

Such adevice would require communications capabili-
ties such as an integrated cellular telephone system, GPS
facilities, antenna, and power supply, and would likely be the
size of an implanted pacemaker — not something that could
be simply injected into the skin. Technologica developments
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will no doubt reduce the size of these components consider-
ably but for the immediate future the capabilities of these
devices will remain more limited to “simple” identification
applications — which are themselves significantly likely to
be abused.

Currently available ID chips for humans are essen-
tially the same devices which have been used with house-
hold pets for a number of years. These are small encapsu-
lated chips which can be easily injected into the skin on
what is considered to be a permanent basis (that is, they
cannot typically be removed without surgery). These
devices usually contain a unique serial number which can
be interrogated over arelatively short range of some feet
without requiring an internal power source. The serial
number of the chips are then used to interrogate external
databases which would include the data of interest con-
cerning individuals. Medical records are frequently men-
tioned as a positive example for this sort of application,
even though the Food and Drug Administration’ sinitial
agreement not to regulate these devices was based on their
not being used for medical purposes.

It is however easy to visualize how even thisrelative-
ly crude technology could be highly privacy-invasive if its
use were mandated on a non- voluntary basis. Populations
with little control over their own rightsin this regard could
include children, current or past criminal offenders (regard-
less of the severity of their crimes), even HIV and AIDS
victims. In a society where knee-jerk reactions to perceived
security and health threats is common, it is not inconceiv-
able that laws mandating the injection of identification
chipsinto such populations would be possible. It would
then be but arelatively short leap to widespread mandated
use of such devices.

Since the current implanted devices cannot be turned
on or off, they would be subject to interrogation at any time,
by anyone with the appropriate equipment, potentially with-
out the knowledge of the person being scanned.

Basic human rights should include not being subject
to identification in situations where it is not reasonably
required. These sorts of technologies, despite the apparent
good intentions of their promoters in some cases, carry
with them Orwellian possibilities for misuse and abuse of
many kinds.

Privacy Risks in Entertainment Technologies
A little noticed but potentially quite significant area of priva-
cy concerns relates to the rapid deployment of technological-
ly sophisticated entertainment systems, especially related to
television broadcasting.



Most consumers are unaware of the degree to which
their persona viewing activities may be subject to recording,
tracking, analysis, and even commercial distribution use by
broadcasters and related firms. The opportunities for this sort
of data collection arein anumber of areas.

The new generations of set-top cable television boxes
frequently include the capability for feeding avariety of
usage-related data back to the cable operator. Such data can
include awide range of information relating to what chan-
nels are being viewed and when they are being viewed. This
sort of data can provide arelatively detailed glimpse into the
persond interests of the viewer. Most viewers would be sur-
prised to learn that in the absence of specific privacy policies
to the contrary such collected personal information could be
subject to widespread commercia exploitation.

A similar situation existsin relation to satellite televi-
sion receivers which use the telephone line for feeding infor-
mation back to the system operators. While most customers
may assume that the telephone line connection is only used
to process specia purchases such as pay-per-view events and
the like, the same facility can also be used to capture and
relay awide variety of other detailed customer usage data.

In the case of the U.S. marketplace, both of the major
satellite TV providersfor consumers use technology that
includes the telephone line connection. While in some cases
the systems (EchoStar’ s “Dish” network and DirecTV) can
be operated for periods of time with the telephone line dis-
connected, it isimpractical to do thisfor long periodsif any
advanced capabilities or pay-per-view purchases are contem-
plated. And few customers would have reason to be con-
cerned about the connection in thefirst placeif they did not
realize that privacy-related persona information could be
passed over that mechanism.

Perhaps the most el aborate example of thisissue relates
tothe TiVo PVR (Persona Video Recorder) system. These
units (and their competitors such as SONICBIue' s Replay TV
and EchoStar’ s DishPlayer) record television programming
on an automated basi s via computer hard disk drives.

A primary facet of these systemsistheir use of down-
|oaded schedule information which allows for automated
scheduling of program recordings and sophisticated search
capabilities. In the case of TiVo, units exist that can record
either from over the air and cable broadcasts in one instance,
or directly from digital satellite TV transmissions, viainte-
grated receivers, as another product. EchoStar’ s DishPlayer
system has similar integrated satellite TV receiver capabili-
tiesinternal to its PVR system.

With both types of TiVo units, the amount of data that
the units are capable of collecting regarding users’ interac-
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tionsis extremely comprehensive. In fact the unit can literal-
ly record and log every action that a user makes including
every press on the remote control, every program watched,
how long programs are maintained and how often they are
viewed, and virtualy every other aspect of users' viewing
and operational habits. Since the system also includes the
capability of automatically watching for particular programs
based on titles, actors, keywords, and other parameters, it can
collect agreat deal of dataregarding the interests of viewers.

Both TiVo and DirecTV (DirecTV now operates the
integrated DirecTV/TiVo system under its own name) have
been sensitive to the issues related to the possibilities of
abuse of this data. Detailed privacy policies are available to
customers, and significant changesin those policies are
transmitted to the boxes and at least in the past, have been
presented to users before they can proceed with regular use
of the devices.

Users have the ability to opt-out of data collection
either partially or fully, according to these policies.
Nonetheless, in practice, it can be difficult for viewersto
actually avail themselves of these opt-outs and be sure that
the opt-outs are actually being honored. Customer service
representatives have shown confusion when customers
reguest to exercise their opt-out privileges, sometimes hav-
ing to speak to supervisors and apparently go through man-
ual processes to set up opt-out status. Nor is there any
mechanism for the average viewer to autonomously check
the status of their opt-out choice and be sure that it is being
honored.

Fundamentally, the opt-out remains a matter of faith
since the boxes could still be transmitting data and the view-
er would have no way to know that their opt-out might not
have been effective.

Thisexampleisillustrative of abroader problem in the
privacy arena, namely that even when there are good inten-
tions relating to privacy policies (though we consider opt-in
to aways be preferable to opt-out) the real world implemen-
tation of these systems can make it difficult for customersto
actually avail themselves of these options or verify that they
arein place. In this respect, the situation is very similar to
that which we discuss relating to privacy policies of financial
institutions and credit card companies, where the opt-out
provisionsthat are available may be difficult for usersto
exercise and verify.

It should be noted that it is likely that this trend toward
collection of user data from entertainment related devices
and systems will continue to accelerate both in the near and
long-term. Thiswill be driven both by commercial concerns
as program producers, broadcasters, and manufacturers
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attempt to devise new models for income streams (in some
cases based on targeted advertising or other demographically
linked marketing schemes) but also because of the demands
from program suppliers who are concerned about piracy and
what they view as misuse of their programming material
such astelevision programs and movies.

The digital rights management (DRM) systems which
are being implemented widely to try to control viewer use
of programming material and keep viewers on very short
leashes would appear to be increasingly and integrally
involved with the collection of viewer usage data and
tracking of that datain real-time, in the longer-term, and
even retrospectively.

This entire area of entertainment technology privacy
may be one of the most pervasive affecting ordinary con-
sumers in the course of their day-to-day lives. If suitable
and reasonable laws and other regulations are not estab-
lished beforehand to control the manner in which cus-
tomers are notified that such data collection will take place,
and to enact suitable restrictions on the ways in which that
data may be used and disseminated, it could become a
highly abusive and potentially coercive force to the detri-
ment of basic privacy rights.
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Biometrics

One of the key buzzwords in the identification and privacy
areas these daysis “biometrics’. Biometrics refers broadly
to the use of physical characteristics to aid in the identifica-
tion of an individual. Examples of thisinclude fingerprints,
iris or retina scans, and recently parameters such as DNA
— they show physical characteristics and arange of other
physical attributes.

Unfortunately, thereisagreat deal of misinformation,
hype, and misunderstandings regarding the usefulness of bio-
metrics datain these sorts of applications. For example, a
great deal is being made these days concerning the use of
biometrics data with identification smart cards. The assumed
principal isthat a person presenting such a card would need
to a so provide a biometrics measurement of some sort to
verify (or at least ostensibly verify) that they are actually the
person associated with that identity card or other instrument.

A fundamental problem relating to the manner in
which biometrics are promoted to government agencies and
other organizations, is that they fail to recognize that abio-
metrically matched identification says absolutely nothing
about the accuracy of the data associated with the identifica
tion card itself, regardless of whether that datais carried on
the card or asis more commonly the case used to index data
in external databases.

Knowing that the biometric identification for a person
matches (or seems to match) an identification card provides
absolutely no assurance that the referenced dataincluding
critical aspects of that person’sidentification is actualy
accurate and not subject to either accidental or purposeful
error or other manipulations.

In the case of the September 11 hijackers, itislikely
that most of them would have been able to obtain perfectly
legitimate biometrically-linked identification cards, since
most of them werein the U.S. seemingly legitimately
(athough in some cases with false identities). So eveninthe
presence of afully devel oped biometrically-enhanced identi-
ty card system, the fact that they matched the identity associ-
ated with their cards would not have provided any useful
information that would have prevented their activities, even
assuming that all of the information associated with their
records was entirely accurate.

To make matters even worsg, itisnot at all clear that
biometric technologies provide anywhere near the level of
accuracy or assurance that their vendors and promoters
would have us believe. In fact, thereis considerable evidence
that the error rates on these systems are so high asto render
their use highly questionable in many critical applications.



In the case of fingerprint identification systems, it has
been demonstrated that trivial techniques, including the use
of gummy imprintsto create false fingerprints, could easily
foil various commercial fingerprint identification systems.
(A report of Tsutomu Matsumoto's resultsis givenin
RISKS, vol 22 issue 8, and detailed in Bruce Schneier’s
CRYPTO-GRAM,

http://www.counterpane.com/crypto-gram-
0205.html#5, spoofing al of the targeted machines, 80% or
more of thetime.)

Face recognition systems, which have been highly
touted as of |ate as anti-crime and anti-terrorism tools,
appear to have abysmal performance in real world situa-
tions, with both type 1 and type 2 errors (missed identifica-
tion and fal se identification) being major problems. Even
under controlled conditions where high quality images
were used as templates for testing, a situation that would
not exist in the real world, error rates on these systems
have proven to be unreasonably high. In fact, thereislittle
if any evidence of any actual arrests resulting from the
deployment of these systems in production environments.
However, it does appear that the level of falseidentifica-
tions that result can drain the resources of security person-
nel and actually decrease security.

Other technologies are under devel opment that also
play into this arena. These include rapid, automated DNA
profiling, experiments with identification of persons from
their body odor, and even more esoteric and in some cases
somewhat humorous-sounding ideas.

While biometric systems can provide some level of
additional security when attempting to verify that the particu-
lar person presenting an access card is the person who should
have that card, the real world performance of biometric sys-
temsin scanning large numbers of people to try point out
particular “bad guys’ is very poor and apparently impractical
at thistime.

And as mentioned above, even when a biometric iden-
tification helpsto assure that a card holder isthe “correct”
person, it till must be emphasized that it provides absolutely
no assurance that information associated with that person, for
example whether or not they might be aterrorist, is accurate
inany way.

Advancesin thistechnology areaare coming at arapid
pace. It islikely that the error rates on at least some of these
systems will fall significantly astime progresses. This sug-
geststhat concerns about the broader privacy issues associat-
ed with the abuse of these technologies for large-scale profil-
ing of individuals and populations will require agreat deal of
ongoing study, discussion, and concern.

A Report of Research on Privacy for Electronic Government

Total Information Awareness (TIA)

Another area of ongoing concern isthe manner in which
government agencies and/or other organizations could abuse
database information which has been collected ostensibly for
alimited set of purposes. Theissue of “data mining” will do
nothing but becoming increasingly critica astime goes on.
Onceinformation is collected, regardless of the purpose for
which it was collected, it is subject to abuse if it isnot rapid-
ly purged.

Inthe U.S. recently, agreat deal of alarm has been
expressed regarding the Total Information Awareness (T1A)
project of the Defense Department’s DARPA agency. This
research project was designed to develop the technology to
implement and deploy enormous database systems that could
cross reference vast quantities of public, private, and govern-
ment data to create massive dossiers on virtualy any individ-
ual within its purview. Thiswould include information from
intelligence agencies, commercial sources such as banks,
credit card companies, and other companies that collect
information on individuals' purchases, movements, and other
behaviors. Already, vast amounts of information of this sort
is collected by commercia firms, with few controlson its
use, resale, exploitation, or other activities regarding the data.
The specter of this sort of information — which has already
been raising red flags among persons concerned with privacy
issues — being combined in the manner suggested by TIA
has triggered alarm bells al the way to the U.S. congression-
al level.

In fact, the U.S. Senate recently voted to at least tem-
porarily block or restrict funding of TIA until more informa-
tion was made available or specific national security issues
were identified. Additionally, movesto restrict TIA opera-
tionsto non-U.S. operations have a so been part of Senate
activities. It appears possible that the U.S. House of
Representatives may take similar actions.

It isimportant to realize however, that it is highly prob-
able that TIA will continuein one form or another anyway.
National security exceptions, and other loopholes, could well
provide the avenue for continued devel opment and deploy-
ment. Also, developmentsin the commercia sector among
the private and public firms who aready engage in vast
amounts of information gathering, data mining, and databas-
ing, may well resultsin systems similar to that envisioned by
TIA evenif TIA ceased to exist completely. Again, the
absence of laws preventing the abuse of datain these man-
nersiscritical to the Situation and isan areawherethe U.S. is
particularly at risk of major privacy-related problems.
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Encryption

In the wake of September 11, there has been renewed discus-
sion of the issues relating to restrictions on encryption tech-
nologies. Thisisan issue that continuesto raiseits head at
intervals. Either an outright ban on the ability of individuals
or nongovernmental organizations to use powerful encryp-
tion systems, or so-called “key-escrow” systemswhere the
decoding key would be available to the government on
demand, are recurring proposals.

There have also been callsto make use of encryption
(exactly how thiswould be defined is not clear) during the
commission of acrime afactor to increase prison sentences
upon conviction.

The premise behind these arguments is the assumption
that criminals, terrorists, and other undesirable elements
could use encryption technologies to obscure their communi-
cations and further their evil aims. In practice, up to this
time, it appears that the use of encryption by such persons or
groupsis minimal and unsophisticated. Most or all of the ter-
rorist communications related to September 11 apparently
were in the clear — unencrypted — and in some cases were
even intercepted by intelligence agencies, but not trandated,
interpreted, or acted upon by authoritiesin atimely manner.

But powerful encryption systems have enormous roles
to play in the protection of individuals' rights and of critical
infrastructures. Persons living in countries with oppressive
governments have found encryption crucia to their own
communications. The importance of encryption to financia
institutions— particularly as Internet use has become such a
major part of these systems— is obvious, especidly given
the range of hacking problems that exist.

Any system which attempts to limit the capability of
encryption or to force the availability of keysto authorities
upon demand, risks undermining the usefulness of the
entire technology. Weaknesses will be exploited one way
or another, and the mere existence of escrowed keys cre-
ates an enormous target for hackers and a gigantic opportu-
nity for abuse by current or future governments. It is
aways important to remember that even if you have com-
plete and total faith in the persons running your current
government, you may not feel the same way about all gov-
ernment authorities in the future.

Fundamentally though, the entire argument for encryp-
tion control islargely academic. The techniques and methods
for performing powerful encryption are well-known and
thereis no way to get that knowledge out of the hands of the
public. Simple personal computers of the sort found in
amost every homein many countries are more than capable
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of performing high-grade encryption that could not to be bro-
kenin apractical sense unless those systems have been
rigged beforehand to pass critical information onward to
authorities. In fact, thisissue of whether or not the hardware
and software that people have on computersin their homes
and businesses can necessarily be trusted isamajor issue
unto itself.

Evenif al encryption were outlawed there’ d be noth-
ing to stop the persons whose activities you were most con-
cerned about from continuing to use it. Only law-abiding cit-
izenswould likely be undermined by prohibitions on encryp-
tion. It isnot even possible to know with certainty when
encryption is being employed. Techniques such as steganog-
raphy can hide datainnocuously within other filesincluding
audio, video, still images, and others. Properly implemented,
such systems are essentially undetectable. (See the following
books: Peter Wayner, “ Disappearing Cryptography: Being
and Nothingness on the Net”, Academic Press, Chestnut Hill,
Massachusetts, 1996; Peter Wayner, “ Trand ucent
Databases’, Flyzone Press, Baltimore, Maryland, 2002;
Stefan Katzenbeisser and Fabien A. P. Petitcolas,
“Information Hiding Techniques for Steganography and
Digital Watermarking”, Artech House/Horizon, 2000.)

One way or another encryption iswith usto stay, and
itsuseiscrucia not only to personal privacy issues, but to
critical infrastructural issues as well.



Internet Privacy Issues

When considering privacy issuesrelating to the Internet, it is
important to remember that at the present time the vast
majority of traffic on the Internet, that is generated or
received by ordinary users, is not encrypted in any manner.
Data“intheclear” of this sort istherefore vulnerable to
interceptions (either legitimately by government officials or
illegitimately by anyone) who has access to any of the many
computers, switches, routers, and other equipment, that arein
place between the sender and receiver of the data

While the next generation Internet backbone system
(IPv6) will have encryption capabilities designed-in at its
basic level, the adoption of its new protocols has been very
dow and the longer-term future for IPv6 is not entirely clear
at thistime. IPv6 is still not acomplete solution, asit pro-
vides only rudimentary measures for authentication and
encryption for confidentiality. Preventing denials of service
on the network infrastructure remains a huge problem.

While there exist avariety of easily available and even
free high-quality encryption packages for the use of ordinary
computer users on the Internet, most people don’t use them.
Many personsfed that their information is simply not val u-
able enough to be worth the hasse of protecting through
encryption. On the other hand, the “hasse-factor” inherent in
using many of these encryption systems can be amajor issue
even for those users who would prefer to keep their data
securely encrypted asit travelsthe Internet.

Asthe Internet has become very much a utility for
transmission of all sorts of important personal information
ranging from financial and medical datathrough a vast
range of other applications, the continued use of unencrypt-
ed systems for many of these important applications cannot
be tolerated.

One of the most obvious areas where encryption pro-
videsimmediate value isto protect e-mail transmissions.
Software called “PGP” (“Pretty Good Privacy”) is available
for free or for anominal charge and can be used for this pur-
pose. (See http://ww.pgp.com.) However, even it tendsto
be unwieldy enough to use that many potential users don’t
bother with it most of the time.

A perhaps more promising development for e-mail
security on the Internet isthe gradual spread of the START-
TLS (Transport Level Security) system which can be embed-
ded within standard mail transfer agents such as sendmail
and various others. The STARTTLS system providesthe
opportunity for opportunistic encryption of e-mail, automati-
cally encrypting the e-mail traffic between suitably capable
machines without any actions being required on the part of
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the persons who are actually sending or receiving the e-mail.
Whilethe STARTTLS system is still vulnerableto “manin
themiddle’ attacks unless used with prearranged digital cer-
tificates, it till provides a significantly greater degree of
security and privacy than e-mail that is sent unencrypted in
theclear.

Spyware

Another areawhere Internet users' persona activities and
information may be surreptitiously funneled to third parties
relates to the type of software known colloquially as“ spy-
ware’. Spyware can be broadly considered to be any soft-
ware which auser might install on their computer unknow-
ingly (typically as part of a desired, downloaded software
package) that surreptitioudy collects, tracks, or otherwise
obtains information about the user’ s computer and/or activi-
ties and sends them over the Internet to third parties.

Examples of some of the software systems that meet
this classification include hidden keystroke monitors such as
the CIA’s Shadow program that allows its supervisorsto
remotely monitor their employees’ computer usage. The
FBI’s Carnivore system (now called “DCS-1000") has con-
siderable ability to monitor Internet communications (see
below). Commercia intrusion detection systems also provide
considerable information in their audit trailsthat can easily
be misused. A range of commercial programs and hacker
toolsfor “secret” remote computer monitoring also exist.

Specific examples of privacy violations resulting from
surveillance are noted below in theillustrative risks section.

The presence of spyware embedded within another
application is sometimes theoretically revealed within the
privacy policies and “terms of use”’ of the primary software
package that the user has downloaded and installed.

However, given that most users do not read these usu-
ally long and complicated disclaimers, it isunlikely in the
extreme that most users are aware of the extent to which spy-
ware activities may take place on their computers. Making
this situation even worseisthat it is not aways easy to
remove spyware from your system, even after uninstalling
the primary software package itself.

Remarkably, some forms of spyware by and large
appear to belegal in the United States, since they have not
been the subject of significant ongoing adjudication.
However, as abuses involving spyware continue to come to
light, it is expected that this area could well be subject to sig-
nificant litigation and perhaps, ultimately, necessary regula-
tory focus.
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Telephone and Pager Communications
Privacy Issues

The situation regarding the privacy of telephone calls, pager
messages, and similar communi cations activitiesis confusing
and unclear in the U.S. Part of the reason for thisisthe
hodgepodge of conflicting laws which affect these various
communications media. In many cases post-September-11
laws such as the Homeland Security Act and USA Patriot
Act have further confused this situation by changing or over-
riding various existing laws at the national and state levels.

Generdly speaking, there hastraditionally been afairly
high burden for the government to obtain permission to
legally listen in on voice communications. Thiswould typi-
cally require some form of subpoena, warrant, or other court
order, except in exceptional circumstances (e.g., very limited
national security situations). These burdens have been very
significantly reduced by post-September-11 legidlation.

This environment is also murky (and has been for a
long time) relating to private party recording of telephone
conversations. Thisisthekind of situation that applies for
exampleif one party to atelephone call wantsto record the
conversation in which they are taking part. Individual states
have different rules concerning this sort of activity.

Most states are what is called one-party states, where
aslong as one party to the call knowsthat it is being record-
ed the other party or parties do not have to be notified.
Obvioudly, this normally means that the person who wantsto
make the recording can do so without notifying the person(s)
they are speaking to in those states. Some states are what is
called two-party states. In these states, it is required that both
partiesto a call be notified if one person involved in the call
wants to make arecording. This obvioudy isamuch more
stringent requirement, and in the case of callsinvolving mul-
tiple parties, appliesto al parties on the call.

This situation gets extremely complicated if acal is
interstate in nature and leaves the confines of asingle state's
rules. The federal standard for thiskind of communication
recording by private partiesis the one-party rule. However,
for callsthat aretotally within asingle state, generally that
state' srules take precedence. If acall ismade fromor to a
state that has a different set of rules than the other state (e.g.
from a one-party state to atwo-party state or vice vers) it is
difficult to know what ruleswill ultimately apply.

Courts have ruled in different and often conflicting
ways regarding thiskind of situation. An example of thisis
the notorious case of Linda Tripp who was recording her
conversations with Monica Lewinsky on an interstate basis
(regarding Lewinsky's affair with then President Clinton).
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While Tripp was ultimately not held to account for this activ-
ity, it appearsthat had it not been for earlier immunity agree-
ments she might well have been prosecuted for her interstate
recordings. However, there is no way to know for agiven
call how courts may rule on thisissue.

In order to deal with this confusing situation, many
organizations who generally record (or monitor, for which
the samerules generally apply) their callsin the United
States, will routinely begin the call with a automatic
announcement that the call may be monitored or recorded.
Thiswill typically meet the requirements of the law in any
state since since it is assumed that if the caller continuesthe
cal in that situation they have effectively given their permis-
sion for the recording or monitoring.

It should be noted that most of these rules apply equal-
ly to landline and wireless/cellular telephones, and in particu-
lar, recent changesin national laws have made it more practi-
cal and easier for law enforcement to track usersin mobile
cellular environments. V oicemail messages are subject to yet
another set of confusing rulesin thisregard. Also, in most
states, the same rules that apply to recording of telephone
conversations tend to be used by courtsto deal with Situa
tions that arise regarding person to person recordings, that is,
physical meetings of people where one party records the con-
versation without the other party’ s knowledge.

The rules are a so quite confusing regarding numeric
and text based technologies such as pagers. Generally, courts
have ruled that information related to setting up a communi-
cation has alower burden for the government to obtain that
information than does the content of the communication
itsalf. So, for example, the government can more easily
obtain records of phone numbersthat were dialed (thudy
providing information about the location to which a caller
was speaking) than they can gain accessto the actual con-
tents of acall.

Oddly however, courts have also ruled that the contents
of pager messages do not necessarily fall into the same cate-
gory asthe contents of tel ephone communications. That is,
courts have tended to rule that the contents of a pager mes-
sage can often be obtained with the same low burden that the
number dialed for acall can be obtained, even though the
contents of a pager message are much more analogousto the
contents of a voice communication.

It isnot clear how these ruleswill beinterpreted with
the advancing changesin numeric and text based technology,
for example concerning government requests to obtain the
contents of alphanumeric pages as opposed to purely numer-
ic pages, or similarly for the contents of text messages that
might be sent to other wireless devices (e.g. cellular/wireless



SMS messages) and other new technologies. Thisis clearly
an areawhere court actions and litigation are probable to
clarify the situation, however in the current environment, itis
likely that rulings will give the government increasing pow-
ersto obtain this sort of information with increasingly lower
burdens being required.
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Monitoring and Surveillance

Supermarket Loyalty Cards

The pervasive nature of tracking systemsin the commercial
sphere is becoming truly awesome in its extent. One of the
most frequently seen and increasingly controversia tracking
technologies is the so-called supermarket loyalty card. These
cards, which are typically barcoded, are used by customers at
checkout time to associate their purchases with their previ-
ously registered address and other identifying information.
The card itself (which may be the size of a credit card and/or
amuch smaller keychain-sized card) is merely an index to
that database. Customers who forget their cards will fre-
quently simply provide their telephone number to associate
their purchases on a particular day.

The ostensible purpose for the supermarket loyalty
card systemsiis to provide customers with discounts on their
purchases. Indeed, the vast majority of discounted pricesin
supermarkets i ssuing these cards (which now includes most
major chains) are restricted to customers who are willing to
participate in these loyalty card programs. There has been
considerable concern that prices have actually been raised in
many cases for non-loyalty card participantsin order to make
the prices appear lower for those who do participate.

While some of the participating supermarkets have
specific privacy policies associated with these programs,
they are usually drawn in termsthat do not strictly control
the manner in which the information collected might be
used. Even when these policies suggest that information will
not be provided to outside entities, it is ill possible that the
range of uses within the corporate family or in some cases
the associated partners permitted by the privacy policies
could till be abusive.

Asin other industries, the consolidation that has taken
placein this market segment means that even when collected
information can only be officially used within the corporate
family, alarge number of varying entities may fall under that
permissive umbrella

Theloydty card systemswill typicaly create arecord
of every item purchased by the customer and associate it
with their database identity. Thisis accomplished through
means of the barcoding systems now ubiquitous on virtualy
all products. There aso indications that some supermarkets
may be planning to move toward RF tag systems which will
have even greater capabilities. These will be tied to transpon-
ders on supermarket shelvesfor avariety of additional appli-
cations.

It can be argued that the abuse potential for supermar-
ket purchases tracking is relatively low — at least in compar-
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ison to many other kinds of collected information. However,
is alwaysimportant to remember that loss of privacy isan
incremental process. It occurslittle by little from varying
directions. One day you turn around and you find yourself
naked of privacy even though the individual elements of
your privacy appeared to be jeopardized only dowly over a
long period of time.

Supermarket tracking data has already become the sub-
ject of legal actions attempting to ascertain whether specific
persons have made particular purchases related to civil
actions or criminal cases.

The negative reaction to supermarket loyalty card pro-
grams among avocal minority of customers has resulted in
imaginative techniques for foiling the system. There are
organized groups who trade their supermarket identity cards
on an ongoing basis. Even in the course of normal purchases
is not uncommon to find one customer lending their card to
another who has forgotten to bring their own to the checkout
line. While it can be presumed that such actions have only a
minor impact on the overall quality of the datain these data-
bases, it dtill demonstrates that such data even in thisrela-
tively simple case cannot be depended upon to be entirely
accurate and free from various kinds of systemic errors.

Cashless Society, More on Tracking

It should be clear to any observersthat calls for moves
towards “ cashless societies” will generaly entail major pri-
vacy risks dueto the intrinsic tracking capabilities of these
systems astypicaly deployed. Whileit istheoretically possi-
ble to design such systemsin manners that would allow for
anonymous transactions or with rapid expunging of transac-
tion data, there has been little interest on the part of govern-
ment or other organizations toward development of such pri-
vacy-protecting capabilities. In fact, the exact opposite has
proven to be the case.

Whileit is obvious that environments such as electron-
ic signature systems usually require non-anonymous and
long-term recordkeeping activity, there are arange of appli-
cations where those requirements do not exist from a techni-
cal senseyet are still exploited by government.

An example of thisisthe handling of eectronic toll
collection systems such as EZPass and FastL ane, which
allow commuters to automatically pay their tolls without
stopping (for tollways, bridges, etc.) viasmall electronic
transponders. It would be completely feasible for municipali-
ties wishing to use automated toll collection systemsto sup-
port the technical meansto bill commuters appropriately
without collecting and storing detailed data on persons
movements, or as an dternative to rapidly expunge the data
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concerning such movements after the current billing cycle.

Unfortunately, it appears that municipalitiesin general
have chosen to maintain such dataindefinitely, in the hopes
that it might have some future value. Already we're seeing
cases of courts and other legd actions where this sort of data
is being requested by attorneys, law enforcement, etc. This
was inevitable so long as the data exists.

A basic tenet of good privacy policy isthat information
that is not needed should not be collected in the first place
and certainly should not be stored for long periods. The mere
existence of the data invites retrospective abuse.

We see this phenomenon repeatedly across the entire
spectrum of privacy issues. Automotive control systems
designed to operate airbags and other sophisticated vehicle
electronics are creating logs which can find their way into
court cases and other environments unrelated to their original
purpose. While this may be aboon to insurance companies
who are investigating accidents, it is yet another nail in the
coffin of privacy since few drivers have any ideathat this
sort of data collection system may exist under the hood of
their car. Some municipalities are now considering theinstal-
lation of radio based systems to report pollution control
information on an automated basis from vehicles. Asusual,
little or no thought is being given to how that sort of collect-
ed data could be abused, which would contain location sensi-
tive information.

Web Tracking Abuses

— Cookies, Web bugs, etc.

A number of developments on the Internet’s World Wide
Web have facilitated the increasing spread of tracking. In the
U.S, there arefew if any lawsthat directly control this area.
Perhaps the most well-known aspect of this problem are the
so-called “cookies’ that an enormous number of Web sites
now use. Cookies are small bits of information that are
stored either temporarily or for longer periods on Web users
computers. Ostensibly, cookies provide state control to man-
age complex web page interactions. While it is true that they
can be and are used for this kind of relatively innocuous pur-
pose, and other relatively benign (though somewhat risky)
applications such as saving user passwords, cookies are al'so
widely abused for tracking purposes.

In fact, most of the more egregious systems for the sur-
reptitious collection of user data on the World Wide Web,
are based on cookie technology, which will frequently allow
for the collection of data concerning users movements from
siteto site, datawhich can be funneled to central organiza-
tions without the user’ s knowledge or explicit permission.
While there have been some enforcement actions relating to



this areathe practice of abusive cookie use continuesto be
extremely widespread.

Newer Web browsers have introduced more sophisti-
cated means for usersto control cookie use, though it
appearsthat relatively few users actually make use of these
to any great extent. Thisis not surprising, since turning off
cookies can cause many major sitesto not work properly at
all for the user. And systems for specifying which sites
should or should not be permitted to use cookies may be con-
fusing to average users.

Attempts to codify Web privacy policies and their
interaction with cookies on an automated basis, such asthe
Platform for Privacy Preferences (P3P), are highly controver-
sal. There are concerns that these artificially constructed
mechanisms for attempting to enforce complex privacy poli-
cies may be mideading to users and result in arange of com-
plicated legal battles and other undesirable effects.

The conflict between P3P-type mechanized privacy
rules and the actual privacy policiesthat have aforce of law
on Web sites can be highly significant. The actual privacy
policiestend to be complex and written in legal language that
few userstake the time to read and fully understand. Yet it is
thisform of a privacy policy that would appear to represent
the force of law, not necessarily the simplified automated
privacy policy presented by P3P or similar systems.

Another aspect of Web privacy violationsthat is per-
haps even more insidious than cookies is the area of “Web
bugs’. Web bugs, which are also known under other more
innocuous terms such as “clear gifs’, “invisible gifs’, and
“beacon gifs’ aretiny invisible images transmitted on Web
pages. These images, when processed by auser’s Web
browser, provide information about the viewers' activities
back to the site presenting the Web page.

Essentially, whenever aWeb pageis presented to a
user, al images referenced from that page must be retrieved
from the appropriate Web server (which may not even neces-
sarily be the same server presenting the other portions of the
page). Every retrieval of animage or other information from
aWeb site will typically leave adetailed log record which
can be analyzed either in real-time or retrospectively. Used
in conjunction with cookies— or even simply used by them-
selves— Web bugs provide yet another avenue for tracking
user activities. Web bugs are particularly of concern since
effective mechanismsto control them are largely nonexistent
in most current popular Web browsers relied upon by the
vast mgjority of Internet users. Web bugs use has become
extremely common even by reputable organizations who fail
to recognize their intrusive nature.

The issue of Web bugs points to the broader privacy
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concerns regarding Internet e-mail. Therise in use of
“HTML” e-mail, that is, email including elaborate capabili-
ties for formatting, fonts, and other elements that go far
beyond traditional simple text, intrinsically includes privacy
violating elements.

Anytime an HTML e-mail message is opened by the
user (when they are connected to the Internet) any images or
other retrieved elements included in the e-mail will behave
exactly like Web bugs. Thiskind of facility has become
widely used including in some popular commercial e-mail
products to track not only who hasinitially opened and read
e-mail and when they have done so, but even the waysin
which e-mail isforwarded from person-to-person.

The combination of cookies, Web bugs, and HTML
e-mail, has created a veritable witch’s brew of privacy
risks and violations. Y et these highly negative features are
not understood by most users, and are almost completely
free of regulatory scrutiny. It islikely that these problems
will only become worse with time unless steps are taken
immediately to establish some sort of regulatory frame-
work for their control.

Abuses of Web-collected Information

The vast amount of persona information that many Web
sites collect from users, either indirectly without their knowl-
edge or directly with their explicit participation, has created
vast databases of information which when correlated with
other sources of data (such as credit records, banking

records, government public record data, etc.) risk the creation
of immensely detailed dossiers on virtually every one of us.
Since there are few restrictions on the movements of such
information between commercia firms or in many cases
even to and from government, the information from disparate
sources can be correlated by sophisticated database systems
to an astounding degree of specificity.

Even when users believe that the information they pro-
videto aWeb site will be protected by a particularly strin-
gent privacy policy, they may later learn that their assump-
tion was unfounded. For example, there have been a number
of caseswhere companiesin financial difficulties (such as
failed dot-coms) have sold or attempted to sell their customer
database information to a different firm that had entirely dif-
ferent privacy policies. This has resulted in agreat deal of
controversy and some enforcement activity by the U.S.
Federa Trade Commission (FTC).

Basicaly, it isunwise for anyone to assume that the
information they provide to one entity under a particular set
of privacy rules, will forever be either maintained under
those rules (which may be subject to change at anytime) or
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that the information will even remain soley with that entity.

Lack of specific legal and regulatory frameworksto
clearly spell out the circumstances of how such datawill be
protected and to what extent individuals must be clearly
informed ahead of time of the possibly surprising waysin
which their data may ultimately travel to other organizations
and other uses, have left usin ahighly vulnerable situation in
terms of these very significant privacy concerns.

Internet Monitoring

In addition to monitoring of Internet and computer activity
on the part of government including law enforcement, as
embodied in systems such as Carnivore/DCS-1000, pro-
grams that can be surreptitiously installed on PCs for gov-
ernment monitoring use, and various keyboard monitoring
devices, these same sorts of technologies are now finding
use in the private sector.

Itisincreasingly common for businesses to monitor
and track the computer activities of their employeesin the
workplace and sometimes even on their home computers
when linked to business activities. Such monitoring can
include tracking of Web sites visited or much more elabo-
rate systems that can monitor virtually every aspect of a
person’s computer use down to the last keystroke, includ-
ing program activity, e-mail, and all other aspects. Some of
the more controversial aspects of such monitoring come
about when employersfail to notify their employees that
this monitoring may be taking place.

While there have been attempts in some areas includ-
ing the state of Californiato mandate that employers give
such notice to their employees before monitoring may
occur, such notification is still ararity and is generally not
required by law.

A perhaps even more complex situation arises when
private individuals make use of such monitoring technolo-
giesto spy on their family membersincluding spouses and
children, etc. The reasons for such monitoring can be
many and varied but typically revolve around obvious
concerns such as children’s Web site activities that a par-
ent may view as potentially hazardous or undesirable, con-
cern over spouses’ communications with and possible
interactions with other possible love interests, and similar
sordid activities.

By and large U.S. courts have not established any
consistent set of rules or guidelines for determining when
such activities within ahome are legal or to what extent
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information collected from such activities can be used or
released, leaving vast areas of concern relating to the con-
flicts between freedom of speech, parental and spousal
rights and community property, etc.

Global Positioning System
Therise of small and inexpensive global positioning sys-
tem (GPS) satellite receivers has introduced yet another
facet to privacy concerns. Already there have been inci-
dents of GPS systems being used for surveillance both in
the public and private environments. GPS receivers when
integrated with wireless technology such as cellular sys-
tems, enable the creation of compact tracking devices
which can use GPS to accurately pinpoint locations, and
the wireless networks to transmit resulting location infor-
mation to a party who could be anywhere on the planet.
Recently, there have been several highly publicized
cases of stalking-related arrests of individuals who have used
such devices on others' vehiclesin an attempt to track their
activities. Again, the exact legal status of the systemsis
unclear and has not been subject to adequate analysisby U.S.
courtsto establish reasonable guidelines asto Situationsin
which their useis clearly legitimate or clearly illicit.

Video Surveillance

One of the most obvious developments in recent years has
been the radical acceleration of the use of video monitoring
systems throughout the world in awide variety of situa-
tions. Cameras and related cameras systems seem to per-
meate our world from surveillance systems in stores and
businesses to camerasin awide variety of public places.
The reasons for the use of such systems range from securi-
ty to voyeurism, and the users range from private business-
es to government officials to private individuals.

Government use of video systems now runs the
gamut from traffic observation to automated stoplight vio-
lations systems to public camera systems explicitly
designed to try prevent or reduce crime in public areas.
Cameras seemingly can be placed in virtually any public
space with few limitations of any kind. Most citizens
appear to be reasonably happy with the appearance of this
massive big brotherish surveillance deployment, being
convinced by government assessments that it will improve
their security.

Lately, increasing numbers of these video systems
have been tied to face recognition systems with the claim
that they would help the find terrorists or other law viola-
tors. There appear to be few limits on the ostensible tar-
gets of these face recognition systems with some locali-



ties suggesting that they would be useful to find deadbeat
dads who have failed to file child support payments on a
timely basis.

Notwithstanding the fact that the real world perform-
ance of face recognition systems has proven to be abysmal
in terms of actually finding terrorists or other criminals,
and the extremely high error rates of these systems, the
appearance and acceptance of these systems suggest the
lack of understanding by the citizenry of the risks that this
sort of surveillance represents. Even if one fully trusts cur-
rent government officials and authorities not to abuse such
systems, there is no way to know how future governments
and officials might abuse these infrastructures which once
established are very difficult to remove.

A frequently heard refrain from officials when con-
fronted by persons who are concerned about such surveil-
lance systemsiis that individuals “ have no expectation of
privacy in public places.” Thisincludes apparently simply
walking down the street as well as events such asthe
National Football League’ s 2002 Superbowl, where face
recognition systems have previously been deployed. In
reality, this argument is utterly specious. Unless we are
willing to take the view that individuas must remain with-
in the confines of their homes at al times, it is clear that
intensely personal and detailed dossiers of a person’s activ-
ities, smply in the course of their day-to-day actions, can
be made solely from the cameras and other interconnected
surveillance systems placed in public places.

If individuals found themselves being followed by
men with clipboards noting down everything they did and
everywhere they went in public, it islikely that few per-
sons would tolerate such surveillance. Y et the presence of
camera systemsin public places is becoming very much an
equivalent to that sort of intensely personal surveillance, it
simply isless obvious to the targets.

The abuses resulting from the misuse of video sur-
veillance technologies al so extend to the private sector.
Employers spy on their employeesin avariety of situa-
tions. It is not aways clear when such surveillanceis legal
from state to state, especially if audio is being recorded or
received along with the video or if sensitive locations such
as restrooms or clothes changing areas are involved.

Private sector abuse of these technologies also
extends to individuals. In this category we find a range of
persons who have created effectively an entire industry out
of the use of tiny cameras for voyeuristic purposes. Such
cameras have been found in restrooms, gyms, even in pri-
vate homes and apartments planted by landlords. The
images from these cameras may be used for the private
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gratification one person, a group, or frequently may be sold
on the Internet or other venues. The term “upskirt” has
been coined to refer to the use of these small camerasto
look up women'’s dresses in public places, etc.

Remarkably, even this sort of activity is not clearly
illegal throughout the U.S. in ageneral sense. Some states
have moved to introduce laws affecting this area, but there
are no national standards as of yet.

The easy availability of thistechnology has also
resulted in disputes between neighbors where one party
uses cameras to place under constant surveillance a neigh-
bor for any of a number of purposes. Generally speaking,
such activities, though highly upsetting to the target, are
often found to be legal so long as the person with the cam-
erais on his own property, public property, or otherwise
has not actually invaded the space of the individual being
surveyed. As might be expected, this has also become a
highly contentious area where further legislative and court
action is drastically needed.

Cellular and wireless technologies

Therise of ubiquitous and inexpensive cellular and other
wireless networks have introduced yet another complex
aspect to privacy issues. Cellular telephones even severa
years old can often be configured in ways that turn them
into ideal audio bugging devices. The simple attachment of
aremote microphone (unnecessary in some cases) and set-
ting the phone’ s modes to not make any of the normal
audio activity (beeping) sounds, along with activation of
auto-answer modes, can result in asmall, “ off the shelf”
bugging device that can be accessed from anywhere in the
world so long as the batteriesin the cell phone will last. If
an external source of power has been provided such activi-
ty can go on indefinitely.

Concerns over such possihilities have resulted, per-
haps belatedly, in actions to try to prevent such use of
phones within organizations with obvious security con-
cerns regarding such bugging.

Cell phones can aso be integrated with inexpensive
global positioning system (GPS) equipment to feed loca-
tion data back to a source who could be virtually anywhere.

More recent generations of wireless phones have
taken a quantum leap toward enabling even more possibly
intrusive activitiesin this regard. Newer cellular phones
tend to be smaller, more unobtrusive, have much longer
battery capacities, and in general make even better bugs
than their predecessors. The new availability of still camera
devices which can be attached or are even integrated to
new generations of wireless phones opens up an entire new
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avenue of surveillance and bugging use for these devices.

They enable not only the sending out of audio surrep-
titiously, but now the sending of still images and probably
soon moving images as well. The obvious opportunities for
abuse of such systems range from “simple” voyeurism to
industrial and anti-government espionage. Already, it has
been announced that use of video equipped cell phones
will be prohibited in some areas (such as gymnasiumsin
Hong Kong).

What the rise of this technology shows us, yet again,
isthat the typical government approach to dealing with pri-
vacy issues, which is to approach them on an after the fact
basis, is wholly inadequate to the rapid pace of technologi-
cal change, so much of which has detrimental effects on
privacy rights and related concerns.

Anomaly and Misuse Detection, and
Response

Research in anomaly detection and misuse detection systems
goes back several decades. Inthe past 5 years or so, commer-
cial systems have become widely deployed. Commercial
host-based and network-based systems are common,
although problematic in that they tend to have fal se-positive
detection rates that are too high and that put an enormous
burden on administrators. Companies such as Counterpane
provide away of outsourcing a company’s analysis.
However, because there is a considerable amount of sensitive
information in the audit trails and in the resulting analysis,
outsourcing tends to expose a company or agovernment to
risks of third-party untrustworthiness.
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Illustrative Cases of Identity and
Privacy Risks

The archives of the ACM Risks Forum moderated by Peter
Neumann contain hundreds of examples of privacy viola-
tions and discussions of privacy-related issues. See the fol-
lowing sources for background.

» www.risks.org for the searchable archives of every
issue since Volume 1 Number 1, 1 August 1985.

* Peter Neumann’ s book (Computer-Related Risks, noted
in the Bibliography).

« Many of the monthly Inside Risks columnsin the
* Communications of the ACM*.

* A list of thousands of examples of computer-related
risks, including avery large number of casesrelated to
security and privacy problems and privacy violations.

Welist here afew of the major privacy-related risks and
illustrative examples.

Identity Problems

All sorts of problems are attributable to the use of identi-
fiers, resulting from wrong names, multiple names (alias-
es), ambiguous names, confused names, forgotten names,
impersonations and other unauthenticated identities, and, in
some cases, the absence of identifiers altogether. Mere
knowledge of a name or identifier can lead to harmful acts
against an individual. All of these risks arise in computer-
related systems and in life situations, often in combination
with one another.

» Misuse of fingerprint system. Martin Lee Dement
spent 2 yearsin Los Angeles County Jail, because of
botched use of the then-new California Automated
Latent Print System. Manua check of another sus-
pect’s printsfinally cleared him.

* Evidenceto the contrary. Joseph O. Robertson was
arrested, extradited, and confined to a state mental
facility for 17 months, despite available mug shots and
fingerprints that subsequently exonerated him.

* Shella Jackson was arrested, jailed, and given a com-
puter arrest record with an aliasfor her married name,
because of an NCIC hit on an outstanding warrant for
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someone named Shirley Jackson.

» Donny Ray Boone spent 41 daysinjail in Florida
because of a confusion with asimilarly named individ-
ual (Bone?).

* In Montreal, two people named Steven Reid had the
same birthday, with expected consequences. Lt. Gerard
Blouin of the Montreal Police stated, “It'sup to him to
change his name somehow. If he can modify his name,
just by adding amiddleinitial or something, it would
help him.”

» Two people named Neil Fosters both living in the
Boston area had similar appearances. The wrong one
was apprehended after a query on the database pro-
duced amatch on incomplete information, with unfor-
tunate consequences.

* Two people named Shirley Jones had different birth-
days, heights (6 inches apart) and weights (70 pounds
apart). The wrong one was arrested despite the obvious
disparities, while the real suspect wasdready injail.

* Anne Marie O’ Connor and Ann Marie O’ Connor in
the New Y ork City area unknowingly shared the same
SSN. They also looked similar, and both had birthdays
in September. This situation was discovered only when
one of them was dunned for back taxes on their com-
bined incomes!

» Two men in New Y ork named James Edward Taylor
shared the same birthday, birth state, and SSN. This sit-
uation was first detected in 1965, but had still not been
corrected when reported in 1973.

* New York’s Blue Cross health-care computer system
was unable to distinguish two hospital patients with
same gender and birth date, and created awful billing
and payment problems as aresult of twinsand triplets
being treated by the same doctor on the same date.
Considerable annoyance resulted for patients, parents,
and doctors.

« A masguerader obtained a bogus “duplicate” driver's
license for Teresa Stover from the Motor Vehicle
officein Bailey’s Crossroads, Virginia, which was then
parlayed into $30,000 in credit-card charges. The same
DMV branch was discovered to have issued thousands
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of bogus licenses, allegedly for only anominal bribe.

* Felonies for stealing, selling, or otherwise misusing
SSNsareon therisein the United States. In 1991,
there were already 550 felonies recorded. Someone
discovered that 12 people were fraudulently using her
SSN, another person found that someone using her
SSN had obtained 16 credit cardsin her name and had
charged $10,000, and athird discovered that her unem-
ployment benefits had already been collected by five
other peoplel

Many different types of problems can arise from supposedly
unique identifiers (SUIDs), such aslicense plates and SSNs,
not so much because of the existence of those identifiers, but
rather because of the numerous possihilities for their acci-
dental or intentional misuse. Examples include an agency
improperly assigning an identifier, a masquerader fraudulent-
ly obtaining one, or someone making queries that cross-link
disparate databases or otherwise gaining access to informa:
tion from which information and inferences can be drawn.

Imposition of stricter administrative requirements and
judicia penalties might help to ensure the quality of comput-
er-database entries, with respect to both correctness and
timeliness of information. False identifications could be
reduced if positive matches are never based on partial infor-
mation without further confirmation. Similarly, negative
identifications could be achieved in cases where the wrong
person has been apprehended, simply by insisting on a con-
firmation based on complete information. For example, more
thorough forms of low-ambiguity authentication such as bio-
metrics (fingerprints and other fairly unique physical charac-
teristics) can also reduce the probability of false identifica-
tion, and should be required when lives are at stake.

There are serious risks associated with relying on sup-
posedly unique identifiers, some of which are noted here.
Whereas SSNs and other SUIDs are potentially wonderful
for avoiding false identification (but break down in cases of
multiply used or bogus SUIDs), they are useless for authenti-
cation. Unfortunately, these two fundamentally different
functions are too often confused. Finally, more stringent
policies need to be established and uniformly enforced
regarding the use of databases and identifiers— especidly
across different systems. (See Chris Hibbert’ s discussion of
SSNis, “What to Do When They Ask for Y our Social-
Security Number. Social-Security Number FAQ (Frequently
Asked Questions).”
(http://cpsr.org/cpsr/privacy/ssn/ssn.fag.html).
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Identity Theft

Many people believe they have nothing to hide because they
live an honest life. The ubiquitous use of information about a
person’sidentities and personal lives, combined with the
ease of accessing that information, make possible not only
inference and aggregation of that information, but also mas-
querading as that person. This has resulted in an ever-
increasing business model of rings of thieves acquiring per-
sonal information and then proceeding to strip the victims of
their well-being. Identity theft is now becoming an industry
inits own right, with massive acquisition of persona data
sufficient to do serious damage on alarge scale.

Numerousillustrative cases are included at
http://iww.cd.sri.com/neumann/illustrative.html if you click
on “ldentity Theft”.

« After Terry Dean Rogan lost hiswallet (which con-
tained his driver’slicense and credit cards), someone
impersonating Rogan committed two murders and
two robberies, which resulted in awarrant being
placed in the National Crime Information Center
(NCIC) database. Rogan was arrested five timesin 14
months, despite trying to get the NCIC records cor-
rected after he discovered the problem on hisfirst
arrest. He eventually sued and won $55,000 from the
Los Angeles police.

Richard Sklar was apprehended three times on comput-
er checks because of the activities of a masquerader.

Clinton Rumrill 111 had credit-card and traffic problems
resulting in civil and criminal charges against him. A
childhood “friend” was impersonating him by using his
name and social-security number. Police are aware of
the problem, but their computers believe that the two
are actualy the same person. Rumrill was told that the
easiest solution would be for him to change his name
and SSN.

« San Francisco attorney Charles Sentman Crompton |1
was plagued by an impostor who had used his name,
address, and SSN to establish charge accounts, to rent
an apartment, and to get adriver’ slicense. This activity
resulted in $3000 in bills. The impostor was arrested
numerous times, including for car theft, and each time
gave Crompton’ sidentity. Crompton was given the
phony driver’'slicense when the impostor dropped it
fleeing from a suspicious clerk. He forwarded a copy
of it to the DMV, explaining the situation, and asked



for anew license — with a different identifying num-
ber. Unfortunately, the DMV mailed the new license to
theimpostor, further compounding the problem.

* In Cdifornia, the DMV creates many opportunities for
identity theft: in 1999, 100,000 of 900,000 duplicate
license requests were fraudulent! (RISKS 21 07); iden-
tity theft cases often involve Californiadriver’ slicens-
esasprimary IDs (RISKS 21 29-32,36)

« Cdiforniabirth records were acquired by
RootsWebh.com, placed on the Internet; increasing risks
of identity theft? Opt-out only (RISKS 21 80); asa
result of heavy responses, the entire databases for
Cdiforniaand Texas were removed. (RISKS 21 81)

« Abraham Abdallah was arrested while picking up
equipment for making bogus credit cards; he had data-
mined SSNs, addresses, birthdates, etc., for 217 of the
people on Forbes Magazine' s list of therichest 400 in
the U.S., also had 400 stolen credit-card numbers;
caught trying to make $10M transfer. (RISKS 21 29)

In the past few years, identity theft hasincreasingly become
aserious problem. Aswe write this, there have been two par-
ticularly serious cases just in the past few months, most spec-
tacularly a massive identity theft ring that was broken up,
after having victimized 30,000 people, and a second casein
which personal information was compromised relating to
500,000 military-related people.

In the first of these cases, hilled as probably the largest
yetinthe U.S,, at least 30,000 people have been victimized
asaresult of an employee of aLong Iland NY software
company using a Ford Motor Credit Company code to access
Experian. He obtained credit histories on people at the
request of an identity theft ring operating in Brooklyn and
the Bronx, to whom he sold that information for $60 per
record. Together with information the ring had aready
obtained, this enabled them to clean out the victims' bank
accounts, make bogus loans, max out existing and newly
obtained credit cards, etc. This operation had apparently been
going on for three years, until — in response to numerous
complaints— the FBI was able to arrest three people, who
appeared in court in Manhattan. See the Risks Forum, vol 22
number 40 (http://catless.ncl.ac.uk/Risks/22.40.html).

In the second case, SSNs and other persona informa-
tion for 500,000 military personnel and family members
were stolen from hard-drives bel onging to Phoenix-based
TriWest Healthcare Alliance on 14 Dec 2002. A $100K
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reward was offered. Coincidentally, DoD isin the process of
computerizing medical records of al military personnel. See
the Risks Forum, volume 22 number 46

(http://catless.ncl .ac.uk/Risks/22.46.html).

Other identity theftsin the past few months include these (at
Feb 2003):

* Alleged ID thief accused of identity theft on 12 Boston
lawyers, using birth certificates and credit reports,
evaded authorities for ayear; previousy convicted of
fraud (RISKS 22 20)

* Onlinejob listing leads to ID theft scam via bogus
“background check’ (RISKS 22 35)

* AMyEmergency.com gathers personal info in case of
disaster, ripe for misuse (RISKS 22 26)

* Bushoy pleads guilty to ID theft (RISKS 22 28 and 29)

* Potential 1D theft risk in X-Box gamezone (RISKS
22 39)

« |dentity thieves create change-ebay.com with a stolen
credit card, scam obtains eBay user names and pass-
words (RISKS 22 40,43)

» H& R Block employees suspected of identity theft
against 27 customers (RISKS 22 46)

* 19 people charged with identity theft in filing thou-
sands of bogus tax returns netting $7 million in refunds
(RISKS 22 54)

Surveillance

» The FBI’ s Carnivore system is capable of extensive
monitoring of Internet traffic. However, the FBI dis-
covered that an improperly configured system can easi-
ly violate the supposedly imposed limits against over-
collecting information. (RISKS 21 08-09, 22 11)

» Unencrypted Secret Service pagers were intercepted,
despite demonstrations of the risks thereof 3 years
before at Hackers on Planet Earth (RISKS 19 39 and
19 40)

* The State of Connecticut routinely recorded every out-
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going phone call that newly arrested persons are per-
mitted to make, for several years until this practice was
detected.

» Risks of concentrated power and the surveillance state:
Chicago Chief of Detectives insider information used
for thefts (at least $5M) (RISKS 21 73)

* A software failure resulted in 50 German phone-
tapped suspects being billed for eavesdropping con-
nections, compromising the secrecy of the taps;
amost 20,000 lines currently under surveillance in
Germany (RISKS 22 33)

* Yugoslav forces intercepted unencrypted NATO air
communications during the recent war, and thwarted
attacks (RISKS 20 37)

Database Abuses

« Stalker got address of TV actress Rebecca Schaeffer
from Calif DMV DBMS, and murdered her, July 18,
1989; new regulations on DB access. notify interroga
tee, then delay response for two weeks (RISKS 9 18)

* Arizona ex-law-enforcement officer tracks down and
kills ex-girlfriend; GAO report on NCIC itemizes that
and many other flagrant misuses

» Woman shot by former classmate who used Internet
broker to gain information (RISKS 22 46)

» Man allegedly stalks ex-girlfriend with help of GPS
(SmartTrack?) under her hood (RISK'S 22 46)

* NY police chief indicted for misuse of confidential
database

* 3 police officers sentenced for misusing Police Nat'|
Computer

Other Identity and Privacy Related Risks
There are numerous other risksin addition to the risks of
identity theft. These include Character Assassination, where
someonein possession of alittle knowledge about you can
plant misinformation and seriousy damage your reputation,
especialy if done anonymously. Blackmail is astandard
problem, but computer systems and the Internet can increase
therisk of exposure and the risk of not being able to identify
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and apprehend the cul prit.

Spamming

Spamming (the dissemination of unwanted, unsolicited, and
often highly undesirable electronic mail) is particularly
offensive as aviolation of privacy, and dealing with it can be
enormously time consuming and counterproductive. Various
anti-spam techniques (SpamAssassin, ...) can thus be consid-
ered as privacy-enhancing tools — athough their effective-
nessis awaysin question, either because they block content
that you want to receive, or because they do not block con-
tent you do not want to receive.

Many Internet Service Providers and system adminis-
trators resort to filtering in attempts to limit the amount of
spam as well as the presence of pornography, hate materid,
and other offensive content. However, overzealousfiltering
can also represent a privacy problem, because the interposi-
tion of an indtitutional filter givesthe institution the ability to
look at everything you are doing.

Privacy Laws

There are extensive books and reports relating to privacy
lawsin the United States and other countries. Of particular
relevance are the books published by the Electronic Privacy
Information Center in Washington DC. Perhaps most
important to this study is the latest EPIC report “ The
Privacy Law Sourcebook 2002: United States Law,
International Law, and Recent Developments’ noted in the
bibliography below. Its Table of Contents suggests the
highly relevant scope of this book:

Defining Privacy

Models of Privacy Protection

The Right to Privacy

The Evolution of Data Protection

Oversight and Privacy and Data Protection
Commissioners Transborder Data Flows and Data
Havens

THREATSTO PRIVACY

The response to September 11, 2001

Identity Systems

Surveillance of Communications

Audio Bugging

Video Surveillance

Satellite Surveillance

Electronic Commerce



Public Records and Privacy, Public-Private Ventures
Digital Rights Management

Authentication and Identity Disclosure

Spy TV: Interactive Television and “ T-Commerce’
Genetic Privacy

Workplace Privacy

COUNTRY REPORTS from 53 countries (including

Japan)

Conclusions

Within the limits of this report, we have really just begun to
scratch the surface of what is becoming an enormous set of
problems related to privacy throughout the world.
Recognition and understanding of the privacy problems and
therisksthat result from inadequate action are absolutely
essential. In many cases, proactive establishment of aggres-
sive privacy policies and regulations is necessary and crucial.
Waiting until serious problems become endemicis not awise
strategy and can lead to privacy disasters with potentially
€normous consequences to government, businesses and other
organizations, individuals, and even critical infrastructures.
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Appendix: Glossary of Terms Used in
This Report

NOTE: The terms discussed here appear in an order logicaly
related to their dependence on one another. In general, subse-
quent definitions depend on previous ones. For convenience
of the reader, we also provide an aphabetical summary of
theincluded terms, and their numerical order in the glossary.

7. Alias

2. Attribute

9. Authentication

12. Authentication, Attribute
11. Authentication, Identity
13. Authorization

1. Entity

6. |dentification

3. Identity, Concrete

4. |dentifier

8. Identifier, Anonymous

5. Identifier, Concrete

10. Identifier, Pseudonymous

DEFINITIONS:

1. Entity. The subject of concern, typically a person,
computer process, computer process, computer system,
network node, corporation, organization, enterprise,
government agency, or other agent in some way related
to information or its processing.

2. Attribute. A characteristic associated with an individ-
ual or other entity. Examples of relatively persistent
persond attributes include date of birth, eye color,
height, and weight — although the last two change
over time mostly for nonadults. Examples of temporary
persona attributes include address, employer, and
organizational role. A Social Security Number (SSN)
isan example of asupposedly long-lived human attrib-
ute, whereas an Employer Identification Number (EIN)
isasimilar number corresponding to a corporate or
organizationa entity. For people, some biometrics data
are persistent (DNA, certain iris characteristics),
whereas some change over time or can be changed
(e.0., fingerprints and hair color). Attributes associated
with computers include domain names, Internet IP
addresses, file names, process identifiers, and so on.

3. Concrete I dentity. Theinformation that defines an
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entity in terms of a set of permanent or long-lived tem-
poral attributes. The concrete identity may be alegaly
defined concept, such asalegaly affirmed nameon a
person’ s hirth certificate that can be associated with the
unique combination of attributes such as the person’s
date of birth, place of birth, fingerprints, and DNA, and
indeed the actua person. It could also be the designat-
ed identity of acomputer system.

4. |dentifier. Anidentifier purportedly identifiesadis-

tinct entity, whether a concrete person, place, or thing.
For example, aperson’s name s often considered as an
identifier, even though it may not be unigque. One entity
can also have multiple identifiers. Note that an identifi-
er may be a genuine representation of a concrete identi-
ty, aparticular representation (as in pseudonyms con-
sidered below), or afalse representation. Note also that
some attributes are sometimes considered as (Suppos-
edly) unique identifiers, such asthe SSN. However,
recall the case of the two James Edward Taylors
assigned the same SSN, and the case of the 12 different
people al using one other person’s SSN, noted above;
these cases remind us that a supposedly unique identifi-
er may not actually be uniquely associated with asin-
gle entity. Automobile, accounts, and persons each
have identifiers. The automobile has alicense plate,
and the account has anumber. A person (e.g., owne,
driver, system user) may be associated with either an
auto or or an account through additional information,
e.g., serial number, or acertificate. An automobile has
a permanent vehicle identifying number (VIN) and a
state-dependent license plate identifier. Unique com-
puter-related identifiers include globaly unique IP
addresses and completely qualified file names within a
particular system’ s directory hierarchy. However, note
that local file names need be unique only within a par-
ticular directory.

5. Concrete identifier. Persistent identifiers associated

with an individual human and the attributes that are
difficult or impossible to ater, for example, alegaly
established name (which, however, may not be unique
even if isgenuine). For example, name, date of birth,
height, and weight may be used in part asidentifiers,
although name and date of birth are relatively easy to
falsify. Genetic information can also be used as an
identifier, and is not easy to falsify. Within a computer
system, there are system-lifetime persistent unique
identifiers, for example, with embedded time-stamps,
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as opposed to temporary identifiers that may be reused.

6. | dentification. The association of an identifier with
anindividual or other entity that presents some sort of
identifying attributes (whether correct or not). For
example, a system accepts the given association

between a physical person and aclaimed identity. Note

that authentication is not yet present (seeitem 9,
below).

7. Alias. An identifier that is one among a set of identi-
fiers, al associated with the same entity.

8. Anonymousidentifier. An identifier associated
without any explicit link to a specific entity, that is,
without any personal identifier. An anonymous iden-
tifier istypically asingle-use identifier that is not
concrete. It may aso be an alias that is not explicitly
linked to any entity. (Note that an anonymous identi-
fier used more than once becomes a pseudonymous
identifier.)

9. Pseudonymous identifier. An identifier associated
with attributes or sets of transactions, but with no con-
crete identifier and no explicit correspondence with
any entity. Pseudonyms may change over time or may
be persistent.

10. Authentication. Demonstrating an affirmed associ-

ation between an identifier and an entity, with some
hopefully nontrivial assurance. In general, a pass-
word or cryptographically generated token is used to
provide some level of assurance that the authentica-
tionisvalid. Similarly, the driver of an automobileis
authenticated based on adriver’slicense bearing a
recognizable photo and possibly afingerprint, some-
times accompanied by check of the law-enforcement
databases. The identity of an automobileis authenti-
cated as |egitimate by the combination of the license
plate, a supposedly nonforged vehicle registration,
and a check of the registration and vehicle identifica-

tion number with the database of vehicles to ascertain

that the vehicle is not stolen.

11. Identity Authentication. Demonstrating an associ-
ation between an entity and an identifier. For example,
the association of a person with a credit or educational
record. Thisisusually atwo-step process, where first
identification is established, and then the link to identi-
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fication and claimed attribute is established.

12. Attribute Authentication. Demonstrating an asso-
ciation between an entity and an attribute. For example,
the association of a painting with a certificate of
authenticity. Again thisis usualy atwo-step process,
where the association between entity and identifier is
established, and then the link to the identifier and
attributes is established.

13. Authorization. A decision to alow aparticular
action based on an identifier or attribute. Examples
include the ability of a person to make claims on lines
of credit; the right of an emergency vehicle to pass
through ared light; certification of aradiation-hard-
ened device to be attached to a satellite under construc-
tion; the privilege of aparticular user or systemto usea
particular program, datafile, or network resource.

[NOTE: Thislist is based in part on deliberations of an ongo-
ing discussion group, identity@ksglist.harvard.edu, created
by Jean Camp, jcamp@camail1.harvard.edu, at Harvard' s
University’s John F. Kennedy School of Government.]



Addition: Specific Tech Issues
compiled by Cameo Wood

UUDI isan established XML businessregistry designed for
business to exchange information, find an appropriate servic-
es and to interact with that service. The main development
sitefor thistechnology isthe Oasis UDDI resource website,
featuring white pages updates on current development. XML
has become a val uable mechanism for data exchange across
the Internet. SOAP, ameans of sending XML messages,
facilitates process intercommunication in ways not possible
before, while UDDI seems to be fast becoming the standard
for bringing together providers and users of Web services,
the services themselves are described by XML in the form of
WSDL, the Web Services Description Language.

The other area of rapid growth isthat of security.
Traditional methods of establishing trust between parties
aren’t appropriate on the public Internet or, indeed, on large
LANsor WANS. Trust mechanisms based on asymmetric
cryptography can be very useful in such situations, but the
ease of deployment and key management, the extent of inter-
operability, and the security offered are, in redlity, far less
than the enthusiastic vendors of different Public Key
Infrastructures (PK1) would have us believe. There are par-
ticular difficultiesin dealing with hierarchical data structures
and with subsets of datawith varying requirements as to con-
fidentiality, access authority, or integrity. In addition, the
application of now standard security controls differentially to
XML documentsis not at al straightforward.

Several bodies are actively involved in examining the
issues and in developing standards. The main relevant devel-
opments here are XML encryption and the related XML sig-
nature, eXtensible Access Control Language (XACL), and
the related Security Assertion Markup Language (SAML —
ablending of the formerly competing AuthML and S2ML).
Each of theseisdriven by OASIS, and XML Key
Management Specification (XKMS).

In part because the standards are still developing, the
number of toolkits and libraries available to developers are
till limited, although thisis certainly beginning to change.
IBM has submitted two relevant Java Specification Requests
(JISRs) to the Java Community Process (JCP). These are
JSR-105, XML Digital Signature APIs, and JSR-106, Digital
Encryption APIs.

The IBM Tokyo Research Laboratory developed the
XML Security Suitein 1999 as a prototype implementation
of XML signature. It contains utilities that automatically
generate XML digital signatures, implement the W3C's
Canonical XML working draft, and provide element-level
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encryption through an experimenta implementation of XML
encryption. It also provides a means of dealing with the par-
ticular requirements of security as they apply to XML docu-
ments. The XML schema definition of the eXtensible Access
Control Language (XACL) isaso introduced.

Infomosaic has produced SecureXML, thefirst C-
Language implementation of the W3C XML Digital
Signature standard. Its small and highly optimized code size
makes it most appropriate for high volume XML transaction
applications. The SecureXML Digital Signature is available
asaC-Runtime Library, ActiveX COM Object and in the
SecureXML Signature Verification Web Service.

Microsoft.s .NET framework was designed from the
ground up to support XML Web services, amode for dis-
tributed computing in multiple environments based on stan-
dard protocols such as XML, SOAP, and HTTP. XML Web
services can be used to integrate applications running on dif-
ferent platforms, or to offer software asa service.

RSA BSAFE Cert-Jis RSA Security.s certificate
handling software developer kit (SDK) for creating appli-
cations that integrate into a public key infrastructure (PKI1).
Based on open standards and thoroughly tested for multi-
vendor interoperability, RSA BSAFE Cert-J providesin
one package all the certificate processing and cryptograph-
ic software that developers need for building PKI-enabled
applications in Java.

Bdtimore' s flexible approach to toolkits means that
KeyTools XML can use any JCE/JCA (Java Cryptography
Extension / Java Cryptography Architecture) compliant cryp-
tographic provider (including Sun’s native JCE provider) or
Baltimore' s own JCE provider (KeyTools Pro). Full PKI
support is provided, including certificate revocation list
(CRL) support and On-line Certificate Status Protocol
(OCSP) support.

SAML isanimitative driven by OASIS that attempts
to blend the competing specifications AuthML and S2ML,
and to facilitate the exchange of authentication and authori-
sation information. Closely related to SAML, but focusing
more on a subject-privilege-object orientated security model
in the context of a particular XML document, isthe
eXtensible Access Control Markup Language, also directed
by OASIS and varioudy known (even within the same docu-
ments) as XACML or XACL. By writing rulesin XACL, a
policy author can define who can exercise what access privi-
legesfor a particular XML document, something relevant in
the situations cited earlier.

XKMS, now being considered by a W3C committee, is
intended to establish a protocol for key management on top
of the XML signature standard. With SAML, XACL, and

Specific Tech Issues —— 93



A Report of Research on Privacy for Electronic Government

other initiatives, XKMS is an important element in the large
jigsaw that makes up security as applied to XML documents.
Itsimmediate effect isto smplify greatly the management of
authentication and signature keys; it does this by separating
the function of digital certificate processing, revocation sta-
tus checking, and certification path location and validation
from the application involved — for example, by delegating
key management to an Internet Web service.

OpenSAML has been produced by Internet2 members
as part of their work on the Shibboleth project. OpenSAML
isaset of open-sourcelibrariesin Javaand C++ which can
be used to build, transport, and parse SAML messages.
OpenSAML is ableto transform the individual information
fields that make up a SAML message, build the correct XML
representation, and unpack and process the XML before
handing it off to arecipient. OpenSAML fully supports the
SAML browser/POST profile for web sign-on, and supports
the SOAP binding for exchange of attribute queries and
atribute assertions. It does not currently support the brows-
er/artifact profile or other SAML messagesinvolving author-
ization decisions.

The Privacy Rights Clearinghouse http://www.priva:
cyrights.org/

The Electronic Privacy Information Center (EPIC)
http://www.epic.org

U.S. Federd Trade Commission’s privacy page

The Global Internet Liberty Campaign’s Privacy and
Human Rights
http://www.privacyinternational .org/survey/

Protocol Issues:
The Platform for Privacy Preferences Project (P3P) isan
emerging industry standard that enables web sitesto express
their privacy practicesin a standardized format that can be
automatically retrieved and interpreted by user agents. The
goal isto help users be informed about web site practices by
simplifying the process of reading privacy policies. With
P3P, users need not read the privacy policies a every site
they visit; instead, key information about what datais col-
lected by aweb site can be automatically conveyed to a user,
and discrepancies between asite's practices and the user’s
preferences can be automatically flagged. The goal of P3Pis
to increase user trust and confidence in the Web.

Although P3P provides atechnical mechanism for
hel ping inform users about privacy policies before they
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rel ease personal information, it does not provide amecha-
nism for ensuring sites act according to their policies.
Products implementing the P3P specification may provide
assistance in that regard, but that is up to specific implemen-
tations and beyond the scope of the specification. P3P is
intended to be complementary to both legidative and self-
regulatory programsthat can help enforce web site policies.

Group signature schemes are arelatively recent crypto-
graphic concept introduced by Chaum and van Heyst in
1991. In contrast to ordinary signatures they provide
anonymity to the signer, i.e., averifier can only tell that a
member of some group signed. However, in exceptiona
cases such asalega dispute, any group signature can be
“opened” by adesignated group manager to revea unam-
biguoudly the identity of the signature’ s originator. At the
same time, no one — including the group manager - can mis-
atribute avalid group signature.

Zero-knowledge protocols allow identification, key
exchange and other basic cryptographic operationsto be
implemented without leaking any secret information during
the conversation and with smaller computational require-
ments than using comparable public key protocols. Thus
Zero-knowledge protocols seem very attractive especialy in
smart card and embedded applications.

Digital Privacy Rights Management
Mechanisms and Digital Rights Management
Divx wasthe first consumer product based on controlled use
of digital content. Its cancellation suggests that while the
technology is promising, there are a number of issues|left in
designing digital property right management systems that
will have widespread successin the consumer market.

Internet-based distribution of mass-market content pro-
vides great opportunities for producers, distributors, and con-
sumers, but it may serioudy threaten users' privacy. Some of
the pathsto loss of privacy are quite familiar (e.g., mining of
credit-card data), but some are new or much more serious
than they were in earlier distribution regimes. Privacy-
enhancing technology (e.g., encryption, anonymity, and
pseudonymity) absorb most of the attention of the security
R&D community, and cannot by itself solve the privacy
problemsraised by DRM, athough it can play arolein vari-
ous solutions.

In addition to preventing anonymity in accessto digital
information, DRM can be used to facilitate profiling of
users preferences or to limit accessto certain content. This
isdone by assigning an identifier to content or to the content
player, and attaching personal information to the identifier.
For instance, Microsoft’' s Windows Media Player hasan



embedded globally-unique identifier (GUID) to track users.
Similarly, Microsoft’ s eBook Reader requires the user to
“activate” the software and link it to a Passport account.
From there, Microsoft captures a unique hardware identifier
of the user’s computer. Thereisalso an activation limit that
can stop auser from transferring an eBook to other comput-
ers. This enables Microsoft to prevent users from sharing
books or from reading a book on a different machine.

Also, Windows Media Player crestesalog file of the
content a user views, and “ phones home” to a central server
to obtain content titles. These technologies mark an impor-
tant development in the use of copyright law: copyright can
regulate duplication of worksto protect content owners.
Now, copyright is being used as ajustification to both pro-
tect content and to profile the consumers of content.

Linking personally-identifiable information to content
may result in “price discrimination.” Price discrimination is
the practice of selling an item at different coststo different
consumers. It can be facilitated where the seller knowsthe
consumer’ sidentity, and can associate the identity with a
profile that includes financia information on the consumer.
DRM systems may enable content owners to control access
to content, but also to adjust the price of content based on the
consumer’ sidentity.

Alternatives exist that would provide copy protection
and at the same time protect privacy. For instance, token and
password systems could be used to authorize a download of
digital content. Alternative, non-privacy invasive solutions
have not been explored adequately.

Many DRM systemswill not allow a user to transfer
content to portable devices, such as MP3 players. In addition,
many DRM systems work only with Windows operating sys-
temsto the exclusion of Linux and Macintosh users.

Anti-Traffic analysis techniques

Aesop (Advanced Encrypted Stackable Open Proxy) isa
TCP-proxy which triesto safeguard your privacy and anon-
imity. Aesop combines afast and reliable TCP-proxy with
strong cryptography and afull scalaof anti-traffic-analysis
techniques. These techniques include stacking multiple prox-
iesin achain, stream multiplexing, random padding, random
packet injection, constant transmission speeds, etc.. Despite
all these complex capabilities usage of aesop is transparent to
the user whileit stays very flexible and configurable for the
power-user. Aesop ships with a preloadable library (libae-
sop) which can be used to make almost every network appli-
cation go through aesop. Further, aesop iswritten with secu-
rity in mind and reasonably lightweight.
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PK1 . public-key infrastructure.
PKI enablesindividual s to encode messages and trans-
mit them so that only the proper recipient can

receive and decode them.

Although not an exhaustive list, here are afew exam-
ples of real world PKI solutions:

Singapore, Finland — PKI for national ID

Austraia, Ireland - PKI for secure tax filing

NATO — PKI to support eectronic procurement

Canadian Department of Defense — PKI1 for accessing
and communicating sensitive information

Canadian Government - PK| for secure government-to-
citizen transactions

Wells Fargo Bank, Robobank, Identrus, Visa
International, Canadian Payments Association,
United States Department of Defense - PK1 for sup-
porting secure e-business

Johnson & Johnson — enterprise PK| to support oper-
aing companies, externa contractors, partners, and
customers

Fannie Mae — PKI for secure loan processing

Viacode — PKI for Identification

Phyve, Kaiser Permanente - PK| for secure medical
solutions
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Addition: Use Case of Electronic Voting
and its voter privacy protection method
compiled by Cameo Wood

The FVAP VOI Pilot Test
http://iww .fvap.gov/voireport.pdf

In November 2000, the Federd Voting Assistance
Program (FVAP), an agency of the American Defense
Department, executed their first Voting over the Internet
(VOl) Pilot Program. Eighty-four residents living abroad
(officers of Air Force, Navy, Army, Marines, CoastGuard).
Voters were chosen from 21 states and 11 countries includ-
ing Weber County, Utah, the State of South Caroling, Dallas,
Texas, Orange and Okaloosa Counties. Thiswasthe first
time that online voting was used for alocal, state and federal
election.

The Secretary of Defenseisthe presidentia designee
for administrating the federal provisions of the Uniformed
and Overseas Citizens Absentee Voting Act (UOCAVA) of
1986 that covers the voting rights of al members of the
Uniformed Services, the merchant marine, and their family
members, federal employees overseas civilian citizens not
affiliated with the Federal government.

The secretary responsible for elections in Okaloosa
County reported that of over the 496 initial respondents citi-
zens, 139 were digible at voting time, 91 were registered for
the VOI and 84 voted. These 84 e-votes came from 28 States
and territories, 12 countries (Europe, Middle East, Far East).

The FVAP was responsible for the instal lation, testing
and training on the hardware and software necessary for the
pilot project at the Local Election Offices. To achievethis
election through the Internet, the FV AP contracted
BoozAllen Hamilton to develop the software. FVAP.s
Defense Department connection allowed them to use the mil-
itary Internet system, aswell as their security (encryption,
digital certificates, etc).

The most important design elementsin the architecture
of this system were designed to be as similar to the existing
physical ballot system as possible. Security, secrecy, and
transparency of the electronic voting process were the most
critical aspects considered in the design.

The ways in which avoting system is measured by the
government in accord with privacy rightsin the US
Congtitution is as follows: Only people who are entitled to
vote can vote; Nobody can vote twice or in another person.s
name (unless an authorised proxy); No votes are lost or
duplicated in the process; How an individual votewas cast is
secret; The votes cast remain secret whilethe voteisin
progress; Thereis an audit trail to enable the detection of

fraud; The electora processis protected againgt interference
and corruption; and There is no disruption through afailure
of infrastructure.

Each of thefive jurisdictions that participated in the
project had their own Internet provider. The Local Election
Office administered the system and processed voting materi-
als. The FVAP provided a centra server for the secure trans-
mission of voting materials from citizensto local election
officials and vice versa. The server maintained an audit trail
of all transmissions but did not store voter informationin an
unencrypted form. For further protection, LEOs maintained
two-person control of the private key of the privacy certifi-
cate. Because one official knew the password and the other
official had physical control of the digital certificate, one
officia could not decrypt ballots without the interaction of
the other official.

FVAP solicited Volunteers from all the Uniformed
Services. All potentia volunteers had to meet the UOCAVA
absentee voting requirements of one of the participating
jurisdictions and have accessto an IBM-compatible PC and
the Internet. A .Citizen Information Packet. was provided
containing the citizen.s software with complete instructions
on how to load it and use the pilot system. Once the citizen
connected to the FV AP network, he or she only needed to
follow the instructions on the screen.

The Department of Defense sent volunteers Public
Key Infrastructure certificates via the postal mail, which
then had to be registered at alocal physical office. The cer-
tificates were used to identify them to the Federa Voting
Assistance Program server and submitted a digitally
signed, completed electronic Federal Post Card Application
which was then forwarded directly to the Local Election
Office Server. Once the ballots were available and the citi-
zen requested a ballot, the Local Election Office Server
transmitted an electronic version of the appropriate ballot
through the FVAP Server to the citizen.

FV AP.s security was based upon the physical trace-
ability and redundancy of postal mail, access control lists,
intrusion detection systems and a .secure operating system
configuration.. The voted electronic ballot information was
encrypted and sent through a Secure Socket Layer. The VOI
system was equipped with filtering routers, Intrusion
Detection Systems and specially configured operating sys-
tems to safeguard unauthorized system penetration. All data
transfers associated with the pilot used the SSL protocol.

The VOI system gave self-teststo verify that the secre-
cy of the ballot was maintained. Secrecy of the ballot means
that no one can connect a voter.s identity with the contents of
hig’her ballot. The government report stated, “secrecy helps
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facilitate freedom of choice by discouraging direct and indi-
rect coercion in voter selections.”

To maintain the secrecy of voted ballots, the LEO
server separated the digital signatures from the voted E-
Ballots before they were decrypted and printed. The ballot
processing software on the LEO server randomized the bal-
lots after the signatures were removed and before they
were printed, so that a printed E-Ballot could not be linked
by order to avoter. This process provided a high level of
secrecy protection for VOI Pilot voters. Independent test-
ing showed the VOI System passed 100 percent of the
transmission confidentiality tests. Testing also showed that
in all cases, E-Ballot processing removed the links between
voter identity and the E-Ballot choices, maintaining the
secrecy of the ballot.

The VOI System was designed to maintain detailed
transaction logs of System eventsto facilitate post-election
audits and recounts. For example, VOI System transaction
and security logs recorded all citizen log-ins, all EFPCA or
E-Ballot requests and submissions, all Status Check
requests, all denied requests for materials, and all instances
in which the LEO server was not responding. Thelogs
could be queried by different variables, such asthe user
common name, which allowed administrators to review the
activities of aspecific VOI user or time period. The system
administrators could then reconstruct activities during a
given period of time.

In conclusion, the voting system was well intentioned
and designed under appropriate guidelines, but the complexi-
ty of Digital certificates and the physical duplication of votes
made the system very cumbersome. Also, because votes
could potentialy still be traced back to an individual user,
this system does not properly protect the privacy rights of the
voter, making it unsafe.
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